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Stephen Downes

Ethics, analytics, and the duty 
of care 

ETHICS, ANALYTICS, AND THE DUTY OF CARE

Artificial intelligence (Ai) and Learning analytics have raised a host of ethical issues and a renewed 
attention to matters such as fairness, justice, and benevolence. This paper offers a compre-
hensive analysis of these topics, surveying the applications of Ai and analytics, with a focus 
on learning technology, and listing the ethical issues that have been raised. This is followed by 
an analysis of the ethical decision points that arise in the design of Ai and analytics, a study of 
relevant ethical codes for related professions, and an overview of the theories of ethics under-
lying those codes, leading to a contemporary analysis based in a philosophy of care ethics, and 
concluding with a discussion of ethical practices.
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1.	 The joy of ethics

Ethics should make us joyful, not afraid. Ethics is not about what’s 
wrong, but what’s right. It speaks to us of the possibility of living our best life, 
of having aspirations that are noble and good, and gives us the means and tools 
to help realise that possibility. We spend so much more effort trying to prevent 
what’s bad and wrong when we should be trying to create something that is 
good and right.

Similarly, in learning analytics, the best outcome is achieved not by pre-
venting harm, but rather by creating good. Technology can represent the best 
of us, embodying our hopes and dreams and aspirations. That is the reason 
for its existence. Yet, «classical philosophers of technology have painted an 
excessively gloomy picture of the role of technology in contemporary culture», 
writes Verbeek (2005, 4). What is it we put into technology and what do we 
expect when we use it? In analytics, we see this in sharp focus.
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Ethics, at first glance, appears to be about «right» and «wrong», 
perhaps as discovered (Pojman 1990), perhaps as invented (Mackie 1983). The 
nature of right and wrong might be found in biology, rights, fairness, religion, 
or any number of other sources, depending on who is asked. Or instead, ethics 
may be based in virtue and character, as described by Aristotle (350-2003, I.III) 
in ancient Greece. Either way, ethics is generally thought of as speaking to what ac-
tions we «should» or «ought» to take (or «should not» or «ought not» take).

In this paper, however, I argue that ethics is based on perception, not 
principle. It springs from that warm and rewarding sensation that follows 
when we have done something good in the world. It reflects our feelings of 
compassion, of justice, of goodness. It is something that comes from inside, not 
something that results from a good argument or a stern talking-to. We spend 
so much effort drafting arguments and principles as though we could convince 
someone to be ethical, but the ethical person does not need them, and if a per-
son is unethical, reason will not sway them.

We see the same effect in analytics. Today’s artificial intelligence engines 
are not based on cognitive rules or principles; they are trained using a mass of 
contextually relevant data. This makes them ethically agnostic, but they defy 
simple statements of what they ought not do. And so the literature of ethics 
in analytics express the fears of alienation and subjugation common to tradi-
tional philosophy of technology. And we lose sight, not only of the good that 
analytics might produce, but also of the best means for preventing harm.

What, then, do we learn when we bring these considerations together? 
That is the topic of this essay. Analytics is a brand-new field, coming into being 
only in the last few decades. Yet it wrestles with questions that have occupied 
philosophers for centuries. When we ask what is right and wrong, we ask also 
how we come to know what is right and wrong, how we come to learn the 
distinction, and to apply it in our daily lives. This is as true for the analytics 
engine as it is for the person using it.

2.	 The benefits of Ai

The focus of this paper is the use of analytics as applied to learning and 
education (typically called «learning analytics»). Learning analytics is typi-
cally defined in terms of its objective, which is to improve the chance of stu-
dent success (Gasevic et al. 2015). Accordingly, when founding the Society 
for learning analytics (SoLAR) George Siemens defined learning analytics as 
«the measurement, collection, analysis and reporting of data about learners 
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and their contexts, for purposes of understanding and optimising learning and 
the environments in which it occurs» (Siemens 2012).

From the perspective of ethics in analytics, it may be wisest to adopt a 
broad definition of «learning analytics». After all, as Griffiths et al. (2016) ar-
gue, the Jisc Code of Practice for Learning Analytics uses a wider definition of 
using data about students and their activities «to help institutions understand 
and improve educational processes and provide better support to learners» 
(Sclater and Bailey 2015; 2023). Hence, we will frequently refer to «Ai» or 
«Ai and analytics» as a form of shorthand to capture this broad perspective.

Despite its sudden popularity in the fall of 2022 with the release of 
generative Large language models (Llm) Artificial intelligence (Ai) has been 
with us for many years now, beginning with Alan Turing’s (1936) conceptual 
advances, Newell and Simon’s (1959) General problem solver, and Bill Rosem-
blatt’s (1958) Perceptron. None of these, of course, ever achieved General arti-
ficial intelligence (Gai). The term Ai references the ambition, not the outcome, 
of the various technologies collected under it. Hence, when we refer to Llm as 
Gai, we are not claiming that these have achieved Gai, but rather, that they are 
part of the larger research program leading to that goal.

Tentatively at first, but with increasing momentum up to the flood of 
innovation we see today, the Ai research program has produced algorithms and 
models that have been integrated into many of our tools and processes, from 
adaptive cruise control in cars, to fault detection systems in pipelines, to au-
tomated translation services offered by Google. It is beyond the scope of this 
paper to produce a comprehensive list of those benefits, but they should be 
acknowledged at the outset, and can be broadly categorised under five major 
themes.

Built on these basic capabilities are four widely used categories (Brodsky 
et al. 2015; Boyer and Bonnin 2017) to which we add additional fifth and sixth 
categories, generative analytics and deontic analytics: 

•	 descriptive analytics, answering the question «what happened?»; 
•	 diagnostic analytics, answering the question «why did it happen?»; 
•	 predictive analytics, answering the question «what will happen?»; 
•	 prescriptive analytics, answering the question «how can we make it 

happen?»; 
•	 generative analytics, which use data to create new things, and
•	 deontic analytics, answering the question «what should happen?». 
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Descriptive analytics

Descriptive analytics include analytics focused on description, detection 
and reporting, including mechanisms to pull data from multiple sources, filter 
it, and combine it. The output of descriptive analytics includes visualisations 
such as pie charts, tables, bar charts or line graphs. Descriptive analytics can 
be used to define key metrics, identify data needs, define data management 
practices, prepare data for analysis, and present data to a viewer (Vesset 2018).

Diagnostic analytics

Diagnostic analytics look more deeply into data in order to detect pat-
terns and trends. Such a system could be thought of as being used to draw an 
inference about a piece of data based on the patterns detected in sample or trai-
ning data, for example, to perform recognition, classification or categorization 
tasks, for example, detecting Ai-generated faces (Li and Lyu 2019), sentiment 
analysis (Rientes and Jones 2019, 114), and automated grading (Lu 2019).

While some have witnessed the emergence of Ai only in 2022, those who 
have worked in neural networks and related technologies has seen challenge 
after challenge fall over the years, limited only by the limits of computer chips, 
data storage, and human input. Nothing in the current deployment of Ai sug-
gests that these advances will slow anytime soon.

Predictive analytics

As the name suggests, predictive analytics uses data to extrapolate to 
future events. Predictive analytics can support resource planning and event 
response (Drew 2016), learning design (Rientes and Jones 2019, 116), and 
academic advising (O’Brien 2020). In contemporary analytics predictive al-
gorithms do not rely on general rules or principles specific to the prediction, 
but rather, are based on models taking into account many the full range of 
environmental data, which may result in predictions made as a result of the 
interaction of thousands of variables. 

Prescriptive analytics

Prescriptive analytics recommends a course of action. An oft-cited appli-
cation is the potential of learning analytics to make content recommendations, 
either as a starting point, or as part of a wider learning analytics-supported le-
arning path. For example, the Personalised adaptive study success (Pass) system 
supports personalisation for students at Open universities australia (Oua) 



257Ethics, analytics, and the duty of care

(Sclater et al. 2016). Other applications include adaptive group formation 
(Zawacki-Richter et al. 2019, 4), hiring (Metz 2020), and decision-making 
(Parkes 2019).

Generative analytics

Generative analytics is different from the previous four categories in the 
sense that it is not limited to answering questions like «what happened» or 
«how can we make it happen», but instead uses the data to create something 
that is genuinely new. In a sense, it is like predictive and prescriptive analytics 
in that it extrapolates beyond the data provided, but while in the former two 
we rely on human agency to act on the analytics, in the case of generative 
analytics the analytics engine takes this action on its own. Generative analytics 
came to the fore in 2022 with the release of products such as Stable Diffusion 
and ChatGpt.

Deontic analytics

There is an additional question that needs to be answered, and has been 
increasingly entrusted to analytics: «what ought to happen?». Recently the 
question has been asked with respect to self-driving vehicles in the context of 
Philippa Foot’s «trolley problem»(Foot [1967] 1978). In a nutshell, this pro-
blem forces the reader to decide whether to take an action to save six and kill 
one, or to desist from action to save one, allowing (by inaction) six to be killed. 
It is argued that automated vehicles will face similar problems. Accordingly, 
researchers from Microsoft have developed the Defining issues test (Dit) to 
evaluate the moral reasoning capabilities of recent Ai systems such as Gpt-3 
and ChatGpt (Tanmay et al. 2023, 1).

It may be argued that these outcomes are defined ahead of time by hu-
man programmers. For example, cars made for rich people have their ethical 
priorities preset: they will protect passengers, not bystanders (Morris 2016). 
But not all ethical outcomes will be preprogrammed; arguably, an Ai’s ethical 
stance will often emerge as a byproduct of other priorities and activities. The 
very nature and existence of Ai will drive significant and social changes. As Liu 
et al. (2020, 2) write, «Ai technology raises fundamental questions of power 
and control across society, and has been anticipated to challenge almost every 
sphere of human activity, as society transitions into a «digital lifeworld». Uses 
and concerns range across diverse sectors, from legal decision-making and poli-
cing to health-care, transport, and military uses, to name but a few».
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3.	 Issues related to Ai

In the previous section we hope that we have established that there is a 
wide range of uses for learning analytics and Ai in education, from tools in-
stitutions can use to manage resources and optimise offering through to tools 
individuals can use to learn more effectively and quickly. If there were no be-
nefits to be had from analytics, then there would be no ethical issues. But in 
part because there are benefits, there are ethical issues. No tool that is used for 
anything is immune from ethical implications.

The ethics of analytics is particularly complex because issues arise both 
when it works, and when it doesn’t. Consequently, in an approach we will fol-
low, Narayan (2019) classifies these issues under three headings: issues that ari-
se when analytics works, issues that arise because analytics are not yet reliable, 
and issues that arise in cases where the use of analytics seems fundamentally 
wrong. To these three sets of issues we will add a fourth describing wider social 
and cultural issues that arise with the use of analytics and Ai.

In this section we collected all mentions of issues related to Ai found in 
the literature and popular media during the study period, resulting in a relati-
vely complete listing of expressed concerns. The criterion for inclusion in this 
list was only that the concern was expressed, and not whether it was in some 
way established or proven.

When analytics works

As Mark Liberman (2019) observes, «Modern Ai (almost) works be-
cause of machine learning techniques that find patterns in training data, rather 
than relying on human programming of explicit rules». This is in sharp con-
trast to earlier rule-based approaches that «generally never even got off the 
ground at all». As we have seen, analytics can be used for a wide range of tasks, 
some involving simple recognition, some involving deeper diagnostics, some 
making predictions, and some even generating new forms of content and even 
making determinations about what should or ought to be done. In such cases, 
it is the accuracy of analytics that raises ethical issues. In many cases there is 
a virtue in not knowing something or not being able to do something that is 
challenged when analytics reveals everything. The following comprise a few 
examples.

•	 Surveillance – once surveillance becomes normal – so normal it’s 
in your street lights – it can have an impact on rights and freedoms 
(Shaw 2017).
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•	 Tracking – as Cavoukian (2013, 23) writes, «it is one thing to be 
seen in public. It is another to be tracked by the state».

•	 Anonymity. It is widely argued that «anonymity helps support the 
fundamental rights of privacy and freedom of expression» (Bodle 
2013) yet the Online Disinhibition Effect (Suler 2004), which 
helps students feel safe and secure and helps them «come out of 
their shell», has also attributed as factor in online bullying and abu-
se (O’Leary and Murphy 2019).

•	 Facial recognition. Mark Andrejevic and Neil Selwyn (2019) point 
to the dehumanising nature of facially focused schooling and the 
foregrounding of students’ gender and race, among other concerns;

•	 Privacy issues.«The collection or aggregation of data, informed 
consent, de-identification of data, transparency, data security, inter-
pretation of data, as well as data classification and management» 
(Griffiths et al. 2016, 6).

•	 Assessment issues. Students have mixed feelings about such systems, 
preferring «comments from teachers or peers rather than compu-
ters» (Roscoe et al. 2017). 

•	 Lack of discretion. «Organisational actors establish and re-negotia-
te trust under messy and uncertain analytic conditions» (Passi and 
Jackson 2018, 1).

•	 Lack of appeal. «Will the prestige and trust placed in machines, of-
ten assumed to be «neutral» and fail-proof, tempt us to hand over 
to machines the burden of responsibility, judgement and decision-
making?» (Demiaux and Abdallah 2017, 5).

•	 Content manipulation. Arguably technologies like Deepfakes are 
«a looming challenge for privacy, democracy and national securi-
ty» (Chesney and Citron 2018, 1760).

•	 User manipulation. Ai «could start chatting with you – actually, 
experimenting on you – to test what content will elicit the strongest 
reactions (and) could easily prey on wide swaths of the public for 
years to come» (Paul and Posard 2020).

When analytics fails

As Mark Liberman (2019) comments, Ai is brittle. When the data are 
limited or unrepresentative, it can fail to respond to contextual factors our out-
lier events. It can contain and replicate errors, be unreliable, be misrepresen-
ted, or even defrauded. In the case of learning analytics, the results can range 
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from poor performance, bad pedagogy, untrustworthy recommendations, or 
(perhaps worst of all) nothing at all. Some examples:

•	 Error. «Questions arise about who is responsible for the consequen-
ces of an error, which may include ineffective or misdirected educa-
tional interventions» (Griffiths et al. 2016, 4).

•	 Unreliable data. Analytics requires reliable data, «as distingui-
shed from suspicion, rumour, gossip, or other unreliable evidence» 
(Emory university libraries 2019) but this is often not the case.

•	 Consistency failure. Many analytics systems operate over distribu-
ted networks. As such, there may be cases where part of the network 
fails. This creates the possibility of a consistency failure (Gilbert and 
Lynch 2002, 51).

•	 Bias. «Machine learning algorithms are picking up deeply ingrained 
race and gender prejudices concealed within the patterns of langua-
ge use, scientists say» (Devlin 2017).

•	 Misinterpretation. An Ai misinterprets laptop placement as «paying 
attention» (Metz 2020).

•	 Misrepresentation. For example, the Scientific content analysis 
(Scan), the creator of which says the tool can identify deception. 
However, a scientific review of the system found the opposite 
(Armstrong and Sheckler 2019; Brandon et al. 2019).

•	 Distortion. For example, recommendation engines that lead to ra-
dicalization. «It seems as if you are never «hard core» enough for 
YouTube’s recommendation algorithm (Tufekci 2018).

•	 Bad pedagogy. There is a risk, writes Ilkka Tuomi (2018), «that Ai 
might be used to scale up bad pedagogical practice». For example, 
badly constructed analytics may lead to evaluation errors. «Evalua-
tion can be ineffective and even harmful if naively done “by rule” 
rather than “by thought”» (Dringus 2012, 89).

Bad actors

Bad actors are people or organisations that attempt to subvert analytics 
systems. They may be acting for their own benefit or to the detriment of the 
analytics organisations or their sponsors. The prototypical bad actor is the ha-
cker, a person who uses software and infiltration techniques to intrude into 
computer systems. Bad actors create ethical issues for analytics because they 
demonstrate the potential to leverage these systems to cause harm.
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•	 Conspiracy theorists. These often replicate analytical methods and 
dissemination, and sometimes subject existing analytics for their 
own purposes (Yeung 2023).

•	 Stalkers. The use of facial recognition systems such as Clearview, 
could be used to track people down. «Making these things for pu-
blic consumption puts survivors at risk, and we need to think about 
the unintended consequences» (Shwayder 2020).

•	 Collusion. Analytics engines working in concert can become bad 
actors in their own right. For example, Calvano et al. (2020, 3267) 
showed that «algorithms powered by Artificial intelligence (Q-le-
arning) in a workhorse oligopoly model of repeated price competi-
tion».

When analytics is fundamentally dubious

Narayan (2019) describes the following «fundamentally dubious» uses 
of learning analytics: predicting criminal recidivism, policing, terrorist risk, 
at-risk kids, and predicting job performance. «These are all about predicting 
social outcomes», he says, «so Ai is especially ill-suited for this». There are 
good examples of cases where analytics fail in such cases; Narayan cites a study 
by that shows «commercial software that is widely used to predict recidivism 
is no more accurate or fair than the predictions of people with little to no cri-
minal justice expertise» (Dressel and Farid 2018, 3). Even if analytics gets it 
right, there is an argument to be made that it should not be applied in such 
cases or applied in this way.

•	 Predictive policing. «Police officers could also inadvertently use 
their perceptions of students who appear on the list to make deci-
sions about how to adjudicate a crime that takes place» (Lieberman 
2020).

•	 Racial profiling. «Ai systems used to evaluate potential tenants rely 
on court records and other datasets that have their own built-in 
biases that reflect systemic racism, sexism, and ableism» (Akselrod 
2021).

•	 Identity graphs. Hamel (2016) asks «Is it legal and ethical for 3rd 
parties to build consumer profiles from your social and online pre-
sence, merge it with their own internal data, credit scores and any 
other data sources they can find?».

•	 Autonomous weapons, not just in warfare. Ai-enabled learning ma-
nagement systems, for example, to prohibit cheating (Otavec 2022), 
enforce copyright regulations, or regulate unauthorised access to le-
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arning materials using automated public disclosure of information 
or retaliatory measures such as malware or viruses.

Social and cultural issues

This is a class of issues that addresses the social and cultural infrastructu-
re that builds up around analytics. These are not issues with analytics itself, but 
with the way analytics changes our society, our culture, and the way we learn.

•	 Opacity. Failing to adhere to a principle of «notification when an Ai 
system makes a decision about an individual» allowing individuals 
to «experience the advantages of Ai, as well as to opt out of using 
such products should they have concerns» (Fjeld et al. 2020, 45).

•	 Alienation. For example, «the difficulty in reaching a real person» 
(Guillaud 2020). Or for example, demeaning assessment processes 
- «You are not willing to even have someone at your firm look at 
my résumé» (Keppler 2020).

•	 Non-explanability. If an Ai system has a «substantial impact on an 
individual’s life» and cannot provide «full and satisfactory expla-
nation» for its decisions, then the system should not be deployed» 
(Fjeld et al. 2020, 43).

•	 Lack of accountability. Rieke et al. (2018) write, «advocates, policy-
makers, and technologists have begun demanding that these auto-
mated decisions be explained, justified, and audited».

•	 Social cohesion and filter bubbles. A cycle that augments and rein-
forces these patterns, putting people in filter bubbles (Pariser 2012) 
whereby over time they see only content from a point of view consi-
stent with their own.

•	 Feedback effects. Ai prediction of an event makes the event more 
likely to occur.

•	 Indifference. For example, Emily Ackerman (2019) reports of ha-
ving been in a wheelchair and blocked from exiting an intersection 
by a delivery robot waiting on the ramp.

•	 Lack of consent. Google revealed its «Project Nightingale» after 
being accused of secretly gathering personal health records (Griggs 
2019); Google also offers a «Classroom» application and questions 
have been raised about its data collection practices on that platform 
(Singer 2017).

•	 Surveillance culture. Focusing on one particular identification me-
thod misconstrues the nature of the surveillance society we’re in the 
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process of building. Ubiquitous mass surveillance is increasingly the 
norm» (Schneier 2020).

•	 Loss of power and control for example, over one’s own work. 
«Scholarship –both the content and the structure – is reduced to 
data, to a raw material used to produce a product sold back to the 
very institutions where scholars teach and learn» (Watters 2019).

•	 Loss of a sense of right and wrong. Ambarish Mitra (2018) «with 
enough inputs, we could utilise Ai to analyse these massive data sets 
– a monumental, if not Herculean, task - and drive ourselves to-
ward a better system of morality».

•	 Loss of ownership. «Could humans essentially be blocked out of 
content creation by the pace of Ai text generation and the resulting 
claims of copyright for every possible meaningful text combina-
tion?» (Carpenter 2020).

•	 Loss of responsibility. Autonomous self-organizing systems may 
operate independently of the intent of the designer (Ieee 2016, 196) 
As Bostrom and Yubkowsky (2014) write, «the local, specific beha-
vior of the Ai may not be predictable apart from its safety,even if the 
programmers do everything right».

•	 Winner takes all. This concern has been raised by the Electronic fron-
tier foundation (Eff ) (Eckersley et al. 2017). They ask, «how can the 
data-based monopolies of some large corporations, and the “winner-
takes-all” economies associated with them, be addressed? ».

•	 Environmental impact. Some technologies, such as blockchain, are 
already known to have a potentially significant impact on the envi-
ronment (Hotchkiss 2019). Analytics and Ai could have a similarly 
detrimental impact (Meinecke 2018).

•	 Safety. Analytics can be hacked in ways that are difficult to detect. 
For example, hackers were able «to fool the neural networks that 
guide autonomous vehicles into misclassifying a stop sign as a merge 
sign» (Danzig 2020).

The scope of ethics in analytics

In the work above we’ve identified some areas that lie outside most tra-
ditional accounts of analytics and ethics. We found we needed to widen the ta-
xonomy of learning analytics to include deontic analytics, in which our systems 
determine what ought to be done. And we have to extend our description of 
ethical issues in analytics to include social and cultural issues, which speak to 
how analytics are used and the impact they have on society.



264 Stephen Downes

And it is precisely in these wider accounts of analytics that our relati-
vely narrow statements of ethical principles are lacking. It is possible to apply 
analytics correctly and yet still reach a conclusion that would violate our moral 
sense. And it is possible to use analytics correctly and still do social and cultural 
harm. An understanding of ethics and analytics may begin with ethical princi-
ples, but it is far from ending there.

There are some studies, such as Fjeld et al. (2020), that suggest that we 
have reached a consensus on ethics and analytics. I would argue that this is far 
from the case. The appearance of «consensus» is misleading. For example, in 
the Fjeld et al. (2020) survey, though 97% of the studies cite «privacy» as a 
principle, consensus is much smaller if we look at it in detail (ibidem, 21). The 
same if we look at the others, e.g. accountability (ibidem, 28).

And these are just studies strictly within the domain of Artificial in-
telligence. When we look outside the field (and outside the background as-
sumptions of the technology industry) much wider conceptions of ethics ap-
pear it should be clear that our response to the different types of issues should 
vary according to circumstance. Where Ai fails for one reason or another, our 
response should be (presumably) to seek to avoid failure. Where Ai is misused 
by bad actors, our response ought to focus on legal and legislative remedies. 
Not all issues raised by critics are ethical issues of Ai, specifically, though of 
course ignoring them would have ethical implications.

4.	 The decisions we make

When we talk about whether technology can produce good things li-
ke integrity, care and trust, we shouldn’t be thinking about whether an Ai or 
analytic system, all by itself, can produce the feelings necessary in order to pro-
duce these good kinds of ethical results. No, it is the wider system of data input 
designers, business models and all the rest of it that can produce care.

Now we know we can produce hate using technology, so it’s not clear 
that we can’t produce care. But the question here isn’t going to be whether we 
can have algorithms that produce care, the question is, what would a techno-
logy that produces care look like and how would we approach designing one? 
That’s the motivation for this section. 

Our technology is not the result of one or even several decisions. It is 
important to consider all the different processes that go into analytics and Ai 
to examine the sorts of decisions that we make as we design these systems and 
as we use these systems to see where the care would go into it, just as we already 
know hate and prejudice goes into it, and even to see what we would think 
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counts as an ethical approach to these design and delivery decisions. We know 
pretty much how to use these to produce hate, whether through an absence 
of care, whether through a deliberate manipulation of their technology, but 
we haven’t spent nearly as much time on all of the mechanisms that produce 
ethical machines.

So the purpose of this module as a whole is to be clear that, you know, 
by an analysis of the actual mechanisms of producing analytics in Ai, the actual 
workflows, the actual decisions that we take. We can see what the ethical im-
port of our contribution to that is and how that can produce the result.

The learning context

Ai does not operate in a vacuum; it is applied in a specific context, one 
in this case informed by «the existing body of research knowledge about lear-
ning and teaching» (Gašević et al. 2015). This background defines what we 
are trying to do, what we are trying to measure or predict, and who is involved. 
These could be defined, say, with the framework provided by Greller and Dra-
chsler (2012, 44) describing a pedagogical model containing six dimensions: 
competences, constraints, method, objectives (distinguishing between reflec-
tion and prediction), data, and stakeholders» (Seufert et al. 2019). Each of 
these will have a direct bearing on the decisions we make.

In Ai decision-making all stakeholders need to be involved in the de-
cision-making, otherwise, the prioritisation of, say, institutional stakeholders 
may lead to undesirable outcomes ( Jaschik 2016). Thus, Ai decision-making 
involves «encouraging or requiring that designers and users of Ai systems con-
sult relevant stakeholder groups while developing and managing the use of Ai 
applications» (Fjeld et al. 2020, 58). Stakeholders include learners themselves, 
instructors, researchers and educational institutions (Khalil and Ebner 2015). 
Stakeholders are further divided into «data subjects» (what the analytics are 
about) and «data clients» (who manages or uses the analytics) ( Jambekar 
2017).

Objectives define what stakeholders will do with the analytics. Beyond 
such vaguely worded ambition as «improving learning», stakeholders may 
wish to increase efficiency of learning systems, improve system performance, 
increase transparency of the learning process, and improve student achieve-
ment (Buckingham Shum and Crick 2012). These in turn are based on a range 
of metrics, including actual costs, learner engagement, course completion rate, 
pass rate, and more. Objectives may also point to the wider benefits of lear-
ning, including economic benefits or public good (Drew 2018).
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How Ai works

Contemporary Ai is based on artificial neural networks. These networks 
are first «trained» and then deployed into an application (Fig. 1). 

Fig. 1.	 How Ai works.
Source: Edureka (2023)1.

Depending on the data available and desired output, developers may 
choose between:

•	 Supervised learning, in which inputs and desired outputs are known;
•	 unsupervised learning, in which the algorithm trains itself;
•	 reinforcement learning, in which the algorithm decides for itself, 

but can be corrected using a feedback mechanism.
Networks can be trained to perform a variety of tasks, including regres-

sion, feature detection, clustering, and prediction. How the software performs, 
and what exactly is clustered or predicted depends a lot on the learning style.

The learning function in a neural network defines how each individual 
neuron receives input from one or more other neurons, applies a statistical 
function to the sum of that input, and on that basis either sends or does not 
send a signal to other neurons in turn. Learning involves changing the variables 
governing that function (Banoula 2023), either directly, or through learning 
algorithms. These variables include:

•	 Threshold: determines whether or not an input value will trigger an 
output value.

•	 Bias: a negative number applied to the input that controls sensitivity.
•	 Activation value: a number generated from the input to the neuron; 

an activation function is the algorithm a neuron uses to generate its 
activation value from the input.

•	 Weights: a multiplier altering how much influence each input value 
has on the neuron.

1  https://www.edureka.co/blog/artificial-intelligence-with-python/.

https://www.edureka.co/blog/artificial-intelligence-with-python/
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In a neural network, neurons are organised into layers. In «deep» neu-
ral networks, one or more layers is placed between an input layer and an output 
layer. As we will see below, neural networks of different topographies perform 
different functions. A neural network is «trained» by using data to alter con-
nection weights. A backpropagation network, for example, will use feedback 
from its output to increase or decrease the weights of specific connections ba-
sed on a «cost function» measuring the difference between a given and desi-
red outcome. 

The final combination of neurons and weights obtained after training 
is called a model. Ai is applied by providing fresh input data to a model and 
observing the output. Numerous decisions are taken in the creation of a mo-
del, most with no obvious ethical dimension at all, and yet all of which have a 
bearing on the outcome.

Data-related issues

Neural networks are not programmed (beyond what has been described 
in the previous section), they are «trained» using data. Many of the ethical 
issues associated with Ai are related to data, therefore, data management plays 
an important ethical role in Ai. Following are some of the key issues related to 
data in Ai (Feast 2019):

•	 Data integration: data is linked to other data, and can reveal more 
than was intended (Cohen et al. 2014).

•	 Bias: an incomplete or skewed training dataset.
•	 Labels: humans label training data in order to teach the model how 

to behave, and humans create these labels.
•	 Features and modelling techniques: the measurements used as in-

puts for machine-learning models. 
•	 Subjectivity: there is no such thing as context-free data; data cannot 

manifest the kind of perfect objectivity that is sometimes imagined 
(Radan 2019, 16).

•	 Risks: stale and outdated data (Cohen et al. 2014), limitation on 
scope of data (Hand 2018).

The responsibility for identifying and mitigating these issues is distri-
buted across the full range of stakeholders. Loshin (2002) identifies a list of 
parties laying a potential claim to data, including creators, consumers, packa-
gers, funders, decoders, subjects, and more. Each of these will have different 
interests and objectives, and may adhere to varying ethical standards.
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Organizing data

Due in part to the needs of the Ai algorithms described above, and due 
in part to data-related issues, data is processed in a number of ways before being 
applied. Following are some of the mechanisms forming important parts of 
this workflow.

•	 Data cleaning: «the process of identifying, deleting, and/or repla-
cing inconsistent or incorrect information from the database» (Ko-
walewski 2020).

•	 Data quality: not an attribute of the source data so much as it is an 
output of data cleaning, consisting of such factors as accuracy, com-
pleteness, consistency, relevance, timeliness, validity and uniformity.

•	 Classification and naming: in supervised learning, these include 
operations performed as a part of labelling in Ai, that is, using hu-
man-readable signs that interpret a specific piece of data. These may 
be based on classifications, taxonomies, ontologies or natural kinds 
(van Rees 2008, 432-433), which may be created prior to data clea-
ning, or machine generated on previously cleaned data. 

In all of this a wide range of standards could be applied and there are nu-
merous mechanisms available to data workers. We could ask, is there a «right» 
way to label data? Do we all agree on what kinds of things there are in the 
world? It is arguable that we do not; the perspective, point of view, or «fra-
me» we use determines how we will describe the data. Data can also be clas-
sified algorithmically, however, there are numerous classification algorithms, 
for example, Logistic regression, Naive bayes, K-Nearest neighbors, Decision 
tree, and Support vector machines, each with their own implications on data 
classification (Kumar 2021).

Algorithms and topologies

As mentioned above, algorithms are trained using input data. They vary 
according to how they are trained. Here are some examples:

•	 Hebbian learning: often summarized as «cells that fire together wire 
together», or «any two cells or systems of cells that are repeatedly 
active at the same time will tend to become «associated», so that ac-
tivity in one facilitates activity in the other» (Hebb 1949, 70).

•	 Backpropagation: as described above, errors are measured and cor-
rection sent back through the network (Rumelhart et al. 1986, 533).

•	 Group method of data handling (Gmdh) develops neurons for all 
possible combinations of two inputs to the layer. It then continues 
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to choose only those neurons that supply the best possible Mean 
squared error (Mse) (Pandya 2005). 

•	 Competitive learning: nodes compete for the right to respond to 
a subset of the input data, and in so doing become «feature detec-
tors» for different classes of input patterns (Hassoun 1995, 3-4).

•	 Neuroevolution: various approaches whereby algorithms genera-
te neural networks, parameters, topology and rules (Miikkulainen 
2011).

Neural networks also vary according to how the layers and connections 
between neurons are organised, resulting in different network «topologies».

•	 Feedforward: in, for example, the perceptron (Rosenblatt 1958) 
and multi-layer perceptron, data flows from input to output (ie., it 
feeds forward) (Upadhyay 2019).

•	 Radial basis function network: formulated by Broomhead and Lowe 
(1988), these are non-linear classifiers (ie., they draw circles in data).

•	 Convolutional neural network (Cnn). Samples different parts of the 
input data, usually followed with a pooling layer, which reduces the 
overall size of the matrix.

•	 Recurrent neural networks (Rnn). The output from a neuron also 
becomes part of the input for that neuron (Donges 2019). 

•	 Long short-term memory (Lstm). Process data sequentially and ke-
ep its hidden state through time, which allows it to process sequen-
ces of data (Hochreiter and Schmidhuber 1997).

•	 Hopfield networks. Hopfield (1982): memories could be energy mi-
nima of a neural net. «The purpose of a Hopfield net is to store 1 or 
more patterns and to recall the full patterns based on partial input».

•	 Attractor networks. «An attractor network is a type of recurrent 
dynamical network that evolves toward a stable pattern over time».

Why is this important? Algorithms and topologies in and of themselves 
have no particular ethical standing; they just are. Developers cannot just ask, 
«What do I need to do to fix my algorithm?» to align it with ethical values. 
And yet the choice of algorithm (or, rather, the many choices involved in desi-
gning or selecting one or more algorithms) will significantly impact what an Ai 
system can do and what it produces as output. So developers must rather ask: 
«How does my algorithm interact with society at large, and as it currently is, 
including its structural inequalities?» (Zimmerman et al. 2020).
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Models and interpretations

The application of Ai involves the selection of pretrained models and 
applying them to particular cases. This selection can have a significant impact 
on outcomes. «So what if I chose the wrong algorithm to predict which in-
structors teach programming? But what if I had instead been creating a model 
to predict which patients should receive extra care? Then using the wrong al-
gorithm could be a significant problem» (Young 2020). 

To this point we have been representing Ai in terms of data, algorithms 
and topologies. It should be clear that, for the most part, a description of these 
will not be sufficient to offer an explanation of why an Ai responded as it did. 
An explanation is an interpretation of a model, and «it’s one thing to detect a 
new cluster of words and phrases, and something else to assign an interpreta-
tion» (Liberman 2020).

On what basis do we assign an interpretation? «The use of black-box 
models makes it difficult for us to determine why decisions are being made» 
(Dhuri 2020). It’s all just numbers and statistics. «This is a world where massive 
amounts of data and applied mathematics replace every other tool that might 
be brought to bear» (Anderson 2008). «Do numbers speak for themselves? 
We believe the answer is «no». Significantly, Anderson’s sweeping dismissal 
of all other theories and disciplines is a tell: it reveals an arrogant undercurrent 
in many Big Data debates where other forms of analysis are too easily sideli-
ned» (Boyd and Crawford 2012, 666).

Defining a model inherently means asking a question, and the choice 
of question is critical (Seufert et al. 2019): What problems are high priori-
ties? How will the outcome be used? How will we respond to adverse outco-
mes (esp. in statistical cases) How will the outcomes be measured? Models are 
«trained», yes, but the training is the result of extensive programming: Are 
rigorous programming standards used? Is the program open source?

Perhaps we can ask the question slightly differently. We can ask, how 
does an Ai see the world? What interpretation does it place on all that data. 
Interpretation is a type of skill. Jonna Vance (2021): perceptual expertise as 
«an enhanced capacity for perceptual recognition or discrimination with re-
spect to some feature or category». For example, «one can be a perceptually 
expert recognizer or discriminator of bird species, cars, or tumours depicted 
in X-rays». We can think of an Ai, then, as an expert recognizer. Is perceptual 
expertise always virtuous? Vance writes, «there is no guarantee that perceptual 
expertise will have a net positive contribution to the proportion of true beliefs 
or knowledge». So, «are privileged epistemic agents subject to different epi-
stemic obligations than marginalised or oppressed epistemic agents are?».
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Testing, application and evaluation

Software testing is a large field but in general the objective is to deter-
mine that the program will produce the output you expect it will, given the 
circumstances. Each state of the process is tested: from the original request (to 
ensure that the correct data is being collected, the request to the Ai is correct, 
the request is properly sent, etc.) to data testing (for validity, reliability, varie-
ty, consistency, etc., as mentioned above), the application (for security, per-
formance, usability and failover). Ultimately, though, any given model must 
be tested in real-world applications «with adequate protections and precau-
tions» (Cohen et al. 2014).

The application of an Ai application, like any process, device or appro-
ach, requires a period of introduction and assimilation among the population 
intended to benefit from its use. The recent pandemic shows the importan-
ce of this; the rejection of vaccines as a treatment shows that the knowledge 
behind their development was not sufficiently integrated into people’s values 
and belief systems. This is the subject of «knowledge translation», a term coi-
ned by the Canadian institutes of health research (Cihr) in 2000 to describe 
«the exchange, synthesis and ethically-sound application of knowledge». A 
more recent characterization, «knowledge mobilisation», describes the «ac-
tivities relating to the production and use of research results» as «an umbrella 
term encompassing a wide range of activities relating to the production and 
use of research results, including knowledge synthesis, dissemination, transfer, 
exchange, and co-creation or co-production by researchers and knowledge 
users» (Wilsdon 2015).

The application of Ai is not without its decision points. James Clay 
(2020) writes, «we must not forget the human element of data and analytics. 
It’s not enough to deliver accurate analysis, predictions, and visualisations. 
Staff and students in universities and colleges need to be data literate to enable 
them to understand and act on that data. Appropriate and effective interven-
tions will only be possible if staff and students are able to understand what is 
being presented to them and know what and how they could act as a result».

Finally, evaluation. We don’t mean testing to determine whether the Ai 
or analytics application works, but rather, whether the use of Ai produces sati-
sfactory results. But what counts as a satisfactory result is very much in the eyes 
of the beholder. Evaluation in this sense takes into account a much wider con-
text. Factors that have nothing to do with the design and development of Ai 
come into play. We evaluate learning analytics, for example, not simply based 
on the question of whether they are «improving learning», but on whether 
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they (say) «promote autonomy», «support the UN sustainable development 
goals», «promote organisational efficiency», or «enhance shareholder value». 

5.	 Ethical codes

A common response to the ethical issues raised by Ai has been to develop 
an ethical code. These codes characteristically identify a set of ethical issues as 
problematic, and identify a set of responses that address those issues. Adheren-
ce to the ethical code then comes to define ethical conduct with respect to Ai 
(or, in what is possibly a shorthand expression, ethical Ai).

Principles

One of the major characteristics of these ethical codes is that there is a set 
of ethical principles that proponents hold in common, or ought to be generally 
applied across the Ai domain. This claim is often implicit, though there are nu-
merous occasions when it is stated explicitly. It is worth noting (but need not 
be argued at this point) that the ethical values felt to be common and prevalent 
are historically liberal democratic values such as human rights and freedoms, 
non-maleficence, justice and fairness.

As a case in point, consider the analysis offered by Floridi and Cowls 
(2019) (Fig. 2). «Our analysis finds a high degree of overlap among the sets of 
principles we analyze», they write, arguing that they can «identify an overar-
ching framework consisting of five core principles for ethical Ai» as illustrated 
in figure one.

Fig. 2. 	 An ethical framework of the five overarching principles for Ai which emerged from the analysis 
Source: Floridi and Cowls (2019)2.

2  https://www.researchgate.net/figure/An-ethical-framework-of-the-five-overar-
ching-principles-for-AI-which-emerged-from-the_fig2_355882962.

https://www.researchgate.net/figure/An-ethical-framework-of-the-five-overarching-principles-for-AI-w
https://www.researchgate.net/figure/An-ethical-framework-of-the-five-overarching-principles-for-AI-w
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The sets of principles analysed by Floridi et al. (2018), however, are re-
markable for the homogeneity of the sets of authors. They include «global 
thought leaders», «attendees of the high-level Asilomar conference», mem-
bers of the European Commission, members of the British House of Lords, the 
Ieee, and «stakeholders». They are unified by their interest in Ai, legislation 
and policy, and therefore, their perceived need for a «code of ethics» to go-
vern the use of Ai.

Their focus is understandable. It draws from a tradition of articulating 
codes of ethics for professional practice in general. And these, too, are widely 
help to express a common set of values. For example, consider Metcalf (2014): 
«There are several principles that can be found at the core of contemporary 
ethics codes across many domains:

•	 respect for persons (autonomy, privacy, informed consent),
•	 balancing of risk to individuals with benefit to society,
•	 careful selection of participants,
•	 independent review of research proposals,
•	 self-regulating communities of professionals,
•	 funding dependent on adherence to ethical standards».
It ought to be recognized that the Metcalf (2014) set of principles is quite 

distinct from the Floridi and Cowls set of principles. A broader analysis of various 
sets of principles across various professional domains shows no commonality across 
codes and disciplines. A deeper analysis shows that even in areas where there appe-
ars to be broad consensus, there is significant disagreement in the details.

We see this, for example, in the set of codes analysed by Fjeld et al. 
(2021) in which again we see an assertion that there are principles held in com-
mon across them all. But while there is is broad agreement (of about 70 % of 
documents) around «transparency and explainability», this agreement bre-
aks down when pressed for details, yielding a general non-consensus: «28% 
open source data and algorithms; 11% right to information; 25% notification 
when Interacting with Ai; 3% open government procurement; 19% notifica-
tion when Ai makes a decision about an individual; 17% regular reporting»3 
(Fjeld et al. 2021, 41). And this is still with a relatively homogeneous set of 
contributors. 

Randall Cunningham’s (2008) XKCD expresses the situation quite well4: 
The same is true of ethical codes. 

3  See https://dash.harvard.edu/bitstream/handle/1/42160420/HLS%20Whi-
te%20Paper%20Final_v3.pdf.

4  https://xkcd.com/927/.

https://dash.harvard.edu/bitstream/handle/1/42160420/HLS%20White%20Paper%20Final_v3.pdf
https://dash.harvard.edu/bitstream/handle/1/42160420/HLS%20White%20Paper%20Final_v3.pdf
https://xkcd.com/927/
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Fig. 3	 How Standards Proliferate. 
Source: Cunningham (2008).

Values

What justifies the specific recommendations made in ethical codes? We 
might say that «An individual’s professional obligations are derived from the 
profession and its code, tradition, society’s expectations, contracts, laws, and 
rules of ordinary morality» (Weil 2008), but this raises as many questions as it 
answers. When we analyse the documentation of ethical codes we find a wide 
range of underlying sets of values or justifications. 

For example, many codes reference universality as a justification for mo-
ral and ethical principles. For example, the Universal declaration of ethical 
principles for psychologists asserts, «the Universal declaration describes those 
ethical principles that are based on shared human values» (Iupsys 2008). Re-
lated to universality, but not the same, is the doctrine of fundamental rights. 
The High-level expert group on artificial intelligence (Ai Hleg), for example, 
cites four ethical principles, «rooted in fundamental rights, which must be 
respected in order to ensure that Ai systems are developed, deployed and used 
in a trustworthy manner» (Ai Hleg 2019).

But more pragmatic considerations may also apply. Discussions of Ai 
ethics often appeal to a balance of risks and rewards. For example, the Ai-
4People declaration states «an ethical framework for Ai must be designed to 
maximise these opportunities and minimise the related risks» (Floridi et al. 
2018, 7). This is a broadly consequentialist approach and therefore results in 
a different calculation in each application. It also requires an understanding 
of what the consequences actually are. Or perhaps ethics isn’t really a case of 
balancing competing interests, but rather, based on a maximisation of benefits. 
The Information and Privacy Commissioner in Ontario, for example (Cavou-
kian 2013) asserts that «a positive-sum approach to designing a regulatory fra-
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mework governing state surveillance can avoid false dichotomies and unnecessa-
ry trade-offs».

These differences are reflective of the fact that over the 3,000 or so ye-
ars humans have discussed such matters, no agreement on the basis, nature or 
principle of ethics has been found. 

6.	 Approaches to ethics

Numerous approaches to ethics exist, which may be classified roughly as 
follows.

Virtue and character

From this perspective, ethics is in the first instance the study of virtue in 
a person. This may reference virtue as a Platonic ideal, or virtue may be revea-
led by a person’s actions how they conduct themselves in society. The nature 
of virtue is usually characterised as consisting of virtuous traits or dispositions 
such as honesty, frugality, piety, humility, caring, courage, and the like. Ari-
stotle lists twelve such virtues. In Confucianism, we could identify such virtues 
as benevolence, righteousness, propriety, wisdom and fidelity (Wahing 2021, 
3). Virtue, though, is not defined by these traits, it is defined as the character 
or essence that unites them. A virtuous person is a person who acts virtuously, 
while virtue itself is the moral characteristic such a person needs to live vir-
tuously. Thus, for example, the stoic person, as defined by Stoicism, can be de-
scribed as virtuous.

The vagueness of virtue theory is at once a strength but also a funda-
mental flaw. Friedrich Nietzsche, for example, asks what sort of virtue a «su-
perman» (ubermensch) might have (e.g. Nietzsche 1999, ch. 4). Such a man 
would face no limitations on conduct. Would a «superman» really dedicate 
his life to fighting crime? Apply the principle to contemporary politics and 
the world of Donald Trump, in which lying is a virtue, or in which stealing is 
a virtue, if you can get away with it. In a Donald Trump world, it is virtuous to 
take what you can. Politics isn’t the art of negotiation and compromise, it is the 
art of power and leverage. Viewed from a certain perspective, Donald Trump 
is the most virtuous of us because he understands this and acts on it. It calls to 
mind the Wiccan ethos, «do what thou wilt, is the whole of the law».
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Duty

For Immanuel Kant and those who followed, ethics is based on duty. 
Kant’s system of ethics is based on two major principles: first, the «categorical 
imperative» is the maxim that ethical principles ought to be universally appli-
cable, that is, we should act according to the maxim that we could make it the 
case that this type of act would become a universal law of nature. We ought to 
ask, «what if everybody did that?» Second, the idea that we should treat peo-
ple as valuable in and of themselves. In other words, we should treat people as 
«ends», not «means». People are not objects to be used, but as rational, sen-
tient, and most importantly, ethical beings, have inherent worth and standing.

These principles combined create on us a duty to act in such a way that 
supports the well-being of society and the individuals in society. It’s intuitively 
appealing; «with great power comes great responsibility». It’s not enough to 
simply be virtuous, we must act according to our virtue. However: what counts 
as universalizable? How, exactly, does one treat another person as a means or an 
end? Kantian ethics is often appealed to as a defence of naturalism, that is, the 
idea that we should avoid unnatural acts. But arguably, anything the human 
body can do is natural, which leaves slim grounds for objecting to something 
on the basis that it’s not natural. Indeed, characterised correctly, any act can be 
thought of as universalizable. «Any person sitting in Stephen’s office at 4:00 
p.m. September 9, 2023, may take whatever they want».

Consequentialism

«Consequentialism» is a catch-all phrase for a host of ethical theories 
ranging from «do no harm» to «the ends justify the means». A «consequen-
ce» is the result, effect or importance of an action or condition. Thus con-
sequentialism is the idea that an ethical act, or ethical principle, is evaluated 
according to its consequences. 

Different consequentialist theories vary in their account of what count 
as desirable consequences. For individuals, happiness is desirable, which may 
be described as the presence of pleasure and the absence of pain. The emphasis 
here may vary; hedonists seek physical pleasure exclusively, for example, or we 
might, as John Stuart Mill (1879, chapter 2) recommends, seek the «high ple-
asures» of knowledge and enlightenment. An Epicurean, meanwhile, might 
define pleasure as the absence of suffering, teaching that all humans should 
seek to attain the state of ataraxia, meaning untroubledness. Avoiding pain 
may be, as a Buddhist might argue, a matter of attitude; we experience unbe-
arable suffering because of the tight grip of our grasping itself, it is in wanting 
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permanence in a world that is forever changing that results in suffering. Conse-
quences may be individual or collective; Mozi (1929), describing a social con-
sequentialism (Harris 2017), wrote, «the sage-kings of old appreciated what 
Heaven and the spirits desire and avoided what they abominate, in order to 
increase benefits and to avoid calamities in the world».

Similarly, different societies have different understandings of desirable 
consequences. In the United States, it is «life, liberty and the pursuit of hap-
piness», while the French may seek «liberty, equality, fraternity», while a Ca-
nadian may value «peace, order and good government». 

Social contract

This concept of the social contract is usually represented as a form of 
political organisation, but here, the core idea of a social contract is the idea that 
ethics results from an agreement within a community. The major components 
of social contract ethics are: first, the process or method by which agreement is 
reached; second, the determination of the contents of the resulting agreement; 
and third, the motivation is to abide by the agreement.

Different approaches to social contract ethics described these three com-
ponents differently. For example, in A Theory of Justice, John Rawls (1999, 104) 
describes a hypothetical «original position» in which participants, screened 
by a «veil of ignorance» (ibidem, 11), negotiate the social contract, the result 
of which, he argues, is a theory of justice as fairness (Rawls 1999), and specifi-
cally, that each person has the same claim to equal basic liberties such that, first, 
they create conditions of fair equality of opportunity, and second, they are to 
be to the greatest benefit of the least-advantaged members of society (Rawls 
2002, 42–43).

What would motivate someone to accept a social contract? The alter-
native might be that much worse; and we would live lives that are «solitary, 
poore, nasty, brutish and short», as suggested by Hobbes (1994, XIII.9). Or 
perhaps we might recognize such rights as innate, as does Rousseau in saying 
«Man is born free» (2004, 1.1). Or perhaps it is the recognition that we are 
inherently social, and thus require the conditions to support that sociality? 
The motivations may be as many as the variety of resulting social contracts that 
have appeared through history, whether as religious creeds, political constitu-
tions, manifestos, or compacts.
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Metaethics

The four great theoretical approaches to ethics – virtue, duty, utility, agree-
ment – do not exhaust the domain of moral discourse, but the disputes with and 
among them make clear the need for broader discussion of the foundation of any 
possibility of ethics at all. What makes an ethical statement true?

Various possibilities have been suggested. In our review of Kant, we came 
across the idea of universality, that is, the idea that an ethical principle must be 
universally applicable, akin to a law of nature. Alternatively, others have sugge-
sted that nature itself forms the foundation of ethics. What, though, is more 
natural than one’s own body, one’s senses and feelings? Perhaps morality is the 
highest expression of our cognitive capacities, of reason and enlightenment. Or 
perhaps it is non-cognitive, more like sensations. Perhaps ethics is like science, 
where we discover right and wrong, or instead, perhaps right and wrong are 
invented to serve some other purpose. Are ethics even something we use when 
we make a decision, or something we come up with after the fact?

The end of ethics

It is at this juncture we must part with the idea of traditional ethics. We 
have ethics - that much is evident - but we don’t know why we have ethics. 
In this way, human cognition is similar to machine learning, in the sense that 
it is inscrutable. Of these, David Weinberger (2021b) writes, «In the cry “We 
don’t know how machine learning works!” we hear that these models do in-
deed work… Our encounter with MLMs doesn’t deny that there are generali-
sations, laws or principles. It denies that they are sufficient for understanding 
what happens in a universe as complex as ours». 

Simple principles are not sufficient to address complex thoughts, ideas 
or problems. Jones (2011) writes, we «must deal with interdependent pro-
blems, navigating nonlinear and often unpredictable change processes, invol-
ving a diverse range of stakeholders». First, «the capacities to tackle complex 
problems are often distributed among actors». Second, «complex problems 
are difficult to predict: many social, political and economic problems are not 
amenable to detailed forecasting». And third, «complex problems often involve 
conflicting goals».

Ethics are not abstract. Though we can derive universal principles based 
on abstract values or calculations, we shouldn’t. «The only real weapon against 
the fearful vision of a cold siber-Cyberia is joy. Appreciation of the space gives 
the surfer his bearings and balance in Cyberia» (Rushkoff 1994, 180-182). 
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7.	 The duty of care

It is often assumed that ethics is a matter of argument; if we provide the 
right reasons, people will see what the ethical approach is to any given dilemma, 
and follow that approach. The argumentative approach is based on what Robert 
Nozick (1981, 4) called «coercive philosophy»: «arguments are powerful, and 
best when they are knockdown, arguments force you to a conclusion».

Often, however, the opposite is the fact. The argument doesn’t force an-
yone to a conclusion. If anything, it forces people who disagree to retrench. 
«The moral principles people endorse relate to their life experiences, family 
roles, and position in society. For instance, exposure to war or abusive/dysfun-
ctional family relations impedes moral reasoning. More generally, many stu-
dies have shown that the moral judgments people make depend on their age, 
gender, parental status, education, multicultural experiences, war experiences, 
family experiences, or religious status» (Ellmers et al. 2019, 351-352). 

People are often not swayed by debate; if anything, debating with them 
legitimises their position, at least from their perspective. Rather, it could be 
argued that for many people, moral reasoning and moral judgements are the 
subject of relationships with distinct and particular individuals to whom we 
owe some responsibility of care, for example, the caring of a mother for a child 
(Weinberger 2021a).

This concept forms the basis of what has come to be called «the duty 
of care».

Care as a legal concept

The origin of a duty of care as a legal concept is arguably the case heard 
by Lord Atkin of a decomposing snail in a bottle of ginger beer. The question 
before the courts was whether the people who created and bottled the ginger 
beer have any responsibility toward the person who eventually consumed it, 
and especially for the ill effects they suffered by the person. The court decided 
in a split decision that they did. There is a legal obligation, which is imposed 
on an individual, requiring adherence to a standard of reasonable care while 
performing any acts that could foreseeably harm others. 

Of course this example is quite different from the concept of care with 
mother and child. But though we need to keep these two distinct senses in 
mind, there’s a lot of overlap between them. The relation between the carer 
and the cared for is asymmetrical, and this asymmetry creates a responsibility 
of one toward the other. Sometimes this responsibility is codified in law, other 
times it appears to be more of a biological imperative.
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In the legal sense, the idea is that there’s a responsibility or legal obliga-
tion of a person to avoid acts or omissions that could reasonably be expected to 
cause harm to others. This duty becomes more specific and more urgent when 
a special relationship exists, as in, for example, a legal or medical professional, 
or a teacher.

As a standard of ethics, however, a definition of a duty of care as a deper-
sonalised functional, definition of what counts as being responsible in these 
professions is obviously inadequate. From the perspective of new technologies 
with new affordances, like Artificial intelligence and analytics, thinking of the 
duty of care only as a legal concept will have some important limitations, espe-
cially as these legal principles abstract away from the very real and very impor-
tant relations that teachers have with students that students have with each 
other and that all of us have with each other within society.

The ethical concept of care

So what is the ethical concept of care? Wikipedia states that the ethics 
of care is a normative ethical theory that holds that moral action centres on 
interpersonal relationships and care or benevolence as a virtue. Now that defi-
nition clearly is coming out of the terminology and the taxonomy of the other 
ethical theories, and not from within the perspective of care itself. But what’s 
important here is that it draws out the concept of impersonal interpersonal 
relationships as core to care. «Care, caring, carefulness and being cared for are 
embedded, multidimensional, empowering, fraught and temporally multifa-
rious, rather than unitary and static» (Motta and Bennett 2020, 640).

The concept of care itself predates, of course, the ethics of care. It’s re-
presented as a process, a way of relating to someone that involves development, 
just as for example in the same way that friendship can only emerge in time 
through mutual trust and a deepening and qualitative transformation of the 
relationship. Milton airoff suggests that to care for another person is in the 
most significant sense to help him grow and actualize himself. The idea here is 
of mutual growth, of mutual development, of the element of relationship that 
exists in care, even with even before it becomes a feminist philosophy. Caring 
has a way of ordering his other values and activities around it.

The ethical concept of care has its origins in feminist epistemology and 
feminist ethics, and it’s important not to take it out of context. A white North 
American man such as myself may be tempted to present it as another theory 
and to present the authors as if they were each presenting each a distinct and 
independent theory and arguing with each other about what that should be. 
But this would be, I suggest, a misreading. That is not to say that the authors 



281Ethics, analytics, and the duty of care

don’t have their own perspectives. Absolutely, they do, and these perspectives 
really shine through clearly. But it would be a more appropriate treatment to 
think of the ethics of care as an undifferentiated whole and of these authors 
as highlighting different aspects of it rather than as arguing among each other 
about what it should be.

Care and relationships

The core assumption of care as a theory is that persons are understood 
to have varying degrees of dependence and interdependence on one another. 
Other individuals are affected by the consequences of one’s choices. It’s not 
sufficient to treat the vulnerable person as a passive recipient of care. Rather, 
care is based on relationships. Care is based on a mutual exchange between 
the career and the cared for. What’s important is that caring is more about the 
concreteness of the relationship and the concreteness of the interests of those 
involved. These are things that you cannot simply describe as abstracts. 

According to Carol Gilligan, the concept of care, rather than being de-
duced from, say, the nature of humanity or virtue, is an ethic grounded in voice 
and relationships and in the importance of everyone having a voice, being li-
stened to carefully in their own right and on their own terms, and heard with 
respect, and additionally directs attention to the need for responsiveness and 
relationships.

So, care is based on the actual consideration in the actual voice of the pe-
ople who are impacted by whatever decisions are made, and this would include 
the person being cared for, but it’s not necessarily limited to the person being 
cared for. It’s based not just on what we think. We’re not doing mental exer-
cises here. It’s based on people’s expressed needs. It’s based on actually having 
conversations with the person being cared for, and possibly other people in the 
community, so that they can express their needs, because they are the ones that 
are in a unique position to say what those needs are.

According to Gilligan, an ethics of care starts from the premise that 
as humans, we are inherently relational. The human condition is one of con-
nectedness or interdependence. So rather than being based on a rational ar-
gumentative calculation or sort of logic, morality is grounded, she says and 
a psychological logic reflecting the ways in which we experience ourselves in 
relation to others. Just so, care is represented as a feminist theory at least in part 
because proponents such as Gilligan believe women are more likely to make 
more decisions based on issues of care, inclusion, and personal connection, ra-
ther than on a more abstract and distant and distant notion of justice, based on 
their own direct experience of childbirth and connection with a child.
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Care becomes a duty only in that the fact of the relation creates the ur-
gency on the part of the other person to respond. It’s not about being a better 
person, or a sort of reasoning about the moral status of the other person. So 
it’s more than just a semantical thing. It is also an emotional or motivational 
thing. The ethics is you responding to the motivational or urgent sort of factor 
of that relationship. It doesn’t even make sense to talk about a social contract 
between the carer and the cared for. It doesn’t make sense to talk about a uti-
litarian calculation.

Pedagogy of care

Applying an ethics of care to education not only allows us to develop a 
unique «pedagogy of care», it also reshapes the role of analytics in learning. 
While traditionally, learning analytics has been deployed to assist instructors 
in shaping learning experiences, in a pedagogy of care the idea is to «ensure 
they (students) have enough knowledge and tools to make a well-informed 
choice, and know how much leeway they have to design their own path» (Bali 
2020). «“Care” pedagogically expresses itself as recognition of the complex 
creative energies, desires and experiences of students as a place of knowing-
possibility» (Motta and Bennett 2018, 637).

Moral sentiment

Feminist ethical theory deals a blow to the exclusively rational systems of 
thought that may have as their grounding and inherent disregard for the inhe-
rently personal, and sometimes, gender-based nature of knowledge construc-
tion (Craig Dunn and Brian Burton writing on Encyclopedia Britannica). 
What this means is that it moves ethical knowledge from the realm of explicit 
knowledge to what Polanyi would describe it as the realm of tacit knowledge. 

Our ethical actions are not deductions. They’re not inferences. So, what 
are they? We might say they’re like what Jack Marshall calls «ethics alarms», 
the feelings in your gut. «Emotions and their embodiments thus become cen-
tral to the construction of knowledge and knowing-subjects, and in particular 
knowledges about education and pedagogies of inclusion/exclusion, justice/
injustice» (Motta and Bennett 2018, 634). It’s more like a sensation than a 
type of cognition. We can call this a moral sense, or as David Hume would 
describe it, a moral sentiment.

To expand on this as a story about moral sense, we can draw from Eliza-
beth Radcliffe, who suggests that moral distinctions depend on our experience, 
sentiments or feelings. This is not a theory of innateness or natural morality, 
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nor are we saying that we have an inborn awareness of what morality is. It’s 
not a sort of Cartesian certainty like «I think, therefore I am, therefore, I am 
moral». The idea that we can learn ethics, but we learn ethics in such a way that 
we feel or experience a moral sense rather than fully formed general principles.

It’s important here to be clear that this is different from moral intui-
tion. Speaking of the ethics of care, people may equate what they’re talking 
about with intuition, as in «women’s intuition», for example. But that’s not 
what’s intended. It’s more like a sentiment or a feeling. It’s more equivalent 
to your sense of balance; you get this feeling when you’re off balance, and you 
wouldn’t describe that as an intuition. It is often experienced at a subsymbolic 
(or «ineffable») level – ethics is not (contra Kant) not a matter of rationali-
ty but rather one of sympathy. How we react in a particular case depends on 
our ethical background and is the result of multiple simultaneous factors, not 
large-print key statements

How can you learn a sense? Think about training your taste buds. A som-
melier, for example, a taster of wine, will over time, learn how to distinguish 
different types of wines. Similarly, someone who is a coffee aficionado will le-
arn to distinguish different types of coffee. Moral sensations are like that, a 
sort of affective feeling that we might have, not an emotion, the sense of anger, 
or fear, or hope or desire, but actually a much more gentle and subtle kind of 
feeling. Similarly, it is arguable that such feelings «have shaped the cultural 
evolution of norms. For example, groups share autonomy norms in part be-
cause these norms resonated with moral feelings of respect and were therefore 
favoured in cultural transmission».

8.	 Ethical practices in learning analytics

As this is the ultimate section of this paper, it is important to take stock 
of what has been learned this far:

•	 we found that the application of Ai in learning (aka «learning 
analytics») has the potential to produce numerous benefits;

•	 in addition, we found that a wide range of ethical issues has also 
been raised;

•	 the development, application and testing of Ai depends on nume-
rous decisions, all of which will have an ethical impact;

•	 through an examination of ethical codes, we determined that the-
re is no consensus or common system of ethics describing what we 
would accept;
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•	 indeed, a survey of ethical theory in general suggests that people ha-
ve widely diverging ethical beliefs;

•	 in the duty of care we found an alternative approach where our ethi-
cal judgements in concrete circumstances are based on our sense of 
ethics.

In a nutshell, then: there is no particular point in Ai where ethics can 
be «applied», there is no individual person or set of people who can be held 
«responsible» for ethical outcomes, and there is no particular description of 
what constitutes «ethical Ai». The idea that we could somehow intervene in 
the process in order to produce «ethical» or even «explainable» Aiu appears 
to be misguided. But in specific instances, we can talk about the ethics of Ai, as 
we appeal to our own moral sense to decide what’s right and what’s wrong in 
any particular application of it.

In practice, we approach the ethics of everything differently depending 
on how we regard the potential consequences:

Fig. 4

The increasingly complex nature of Artificial intelligence lends to it a 
sense of mystery and opacity, writes Quito Tsui: «Echoing the genre of myth, 
emerging technologies and discussions around them are today infused with 
a sense of incomprehensibility, or a fundamental inability to understand or 
audit the “decision-making” of predictive tools, and an inviolable sense that 
these technologies defy our mortal ethical frameworks». To «tame» this 
mystification, Tsui argues that «it is vital to reorient the direction of Ai» and 
«we should be explicit about the direction we want Ai to face, the direction in 
which it should serve. By focusing the gaze of Ai on responding to the needs of 
the global majority, and mobilising Ai for those purposes in a directed manner, 
we can reign in its mystical status».
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Regulation and governance

Regulation is at once narrower in scope and more formal than other 
approaches to ethical practice. A regulatory approach tends to focus on the 
most pertinent ethical issues raised by Ai such as fairness, transparency and 
privacy. Regulators are concerned with explainability and interpretability: for 
example, the idea of a «right to explanation» of algorithmic decisions. It often 
depends on a system of ethical auditing consisting of mechanisms that examine 
the inputs and outputs of algorithms for bias and harms (Cath 2018).

Above, in the section on models and interpretations, we discussed the 
issues inherent in explaining Ai. From the perspective of governance, the sco-
pe for «explainability» is also narrower in scope and based on more formal 
criteria. The Ico and The Alan Turing Institute, for example, identify six main 
varieties of explainability (Schildkraut 2021, 9): 

•	 Rationale: reasons behind a decision;
•	 Responsibility: who made the Ai system and how to obtain a human 

review;
•	 Data: what data went into the model and how was data used;
•	 Fairness: how we know the Ai is unbiased and individuals are trea-

ted equitably;
•	 Safety and performance: how accuracy, reliability, security and ro-

bustness ensured;
•	 Impact explanation: how are effects and decisions monitored.
These provide explanations not in a scientific sense, but in a legal and 

political sense, seeking specific evidence of actions undertaken.
Often, a risk-based approach is taken. The European Ai regulation is one 

such example. Some Ai practices are banned (Title II), including technology 
that is subliminal, exploits vulnerabilities, social score, real-time biometrics 
(subject to conditions). Other jurisdictions, again citing the risk of abuse, ha-
ve imposed facial recognition bans. The European Gdpr protects data rights, 
intellectual property law is concerned with defining «authorship» and «ow-
nership» of Ai-generated content (which, currently, is none, as several ruling 
show Ai-generated content cannot be copyright). Regulations also address ci-
vil wrongs (torts) associated with Ai, such as manufacturing and design defects 
or failure to warn of risks (Hodgett et al. 2023).

Of particular interest is governance based in human rights. These would 
«not just set forth standards for how to “do no harm” or “be ethical”, but it 
would help hold companies accountable for those standards» (Biddle and 
Zhang 2020) For example, Halbertal (2015) defines three categories of human 
rights violations: «being put in a state of helplessness, insignificance; losing 
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autonomy over your own representation; treating an individual as exchange-
able and merely a means to an end; and making an individual superfluous, 
unacknowledging one’s contribution, aspiration, and potential». Designing 
for human rights in Ai (Aizenberg and van den Hoven 2020). However, while 
a human rights framework is popular in some areas, the definition of these 
rights may be too Western and too individualistic, in addition to being too 
narrow in scope and too abstract to form the basis of sound Ai governance.

So far as an ethics of Ai is concerned, the regulation approach is inhe-
rently limited. What is legal is often not ethical. Regulation becomes subject 
to Goodhart’s Law, the idea that any metric ceases to be a valid metric the 
moment it becomes a target for optimization (and gets «metric-hacked»). An 
oft-cited example of this law in action is the creation of a bounty on cobras, 
intended to reduce the cobra population. The bounty worked well at first, ho-
wever, people began raising cobras in order to collect the bounty, resulting in a 
much larger population of cobras (Treviranus 2018, 32). Similarly, we see the 
beginnings of an industry developing around negotiating gaps and shortfalls 
and bypassing Ai regulations, without regard to Ai ethics (Rodrigues 2020). 

Ethical practices frameworks

«Should we embed machines with ethics that we know to be good 
(ethics-by-design), or should we repose our faith in an ethics-making method 
that leads to ethics emerging by agreement in a society of machines?» (Nal-
lur and Collier 2019, 534). As the authors suggest, the former sounds like the 
best option, but in a world with a multiplicity not only of ethical perspectives, 
but of interacting Ai systems, it’s impossible to achieve. So, better to consider 
how Ais expressing the various perspectives can come to agreement on ethical 
questions. This suggests the use of ethical practices or frameworks, rather than 
specific codes or principles.

It is a truism that systems of rules and principles are compromised the 
moment they are applied in practice. A common expression, «the fog of war», 
captures the uncertainty that results when complex real-life situations are en-
countered. Thus many approaches supporting professional conduct focus on 
common practices rather than principles. The idea is that while the actual out-
come and best decision cannot be predicted, following a standard will lead to 
an optimal outcome in the given situation (Courtney et al. 2013).

Some frameworks for ethical practices, for example, might include a ma-
nagement framework for ethics, a data governance framework, an It governan-
ce framework, or a human rights framework. Each will address specific aspects 
of Ai systems and practices. 
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A management framework for ethics, for example, might suggest a se-
ries of steps to be taken. The Markkula center for applied ethics at Santa Cla-
ra university offers a typical example (Kwan et al. 2021) whereby one would 
recognize an ethical issue, get the facts and evaluate alternative actions, then 
make a decision and reflect on the outcome. Similarly, the Sheila framework, 
an initiative using the Rapid outcome mapping approach (Roma), which was, 
according to proponents, specifically designed for policy-making derived from 
scientific evidence (Young et al. 2014), recommends identifying the problem, 
develop a strategy, and developing a monitoring and learning plan.

While these frameworks are reactive, responding to actual or potential 
problems, the Canadian privacy commissioner (2020) proposed that an appro-
priate law for Ai that outlines a prior regulatory framework that would allow 
personal information to be used for new purposes within a rights based fra-
mework while creating provisions specific to automated decision-making that 
would require businesses to demonstrate accountability

Alternatively, something like the Digital catapault acts as more of a chec-
klist. Developed to help Ai companies design and deploy ethical Ai products, 
it consists of seven concepts: (deBruijn et al. 2020): 

•	 be clear about the benefits of your product or service; 
•	 know and manage your risks;
•	 use data responsibly;
•	 be worthy of trust;
•	 promote diversity, equality and inclusion;
•	 be open and understandable in communications;
•	 consider your business model.
Ethical frameworks fall short of being regulatory, though they are of-

ten intended to support the creation of regulations. They define what might 
be thought of as professional or institutional practice. They employ varying 
mechanisms for governing practice, for example, decision trees, checklists, fra-
meworks and processes. None of these defines ethical practice, but all of them 
are useful as aids to either promote what is good or prevent what is wrong.

Ethical communities

From the perspective of an ethics of Ai, governance and ethical fra-
meworks are not sufficient. They are designed for organisations, not wider 
society. They depend on agreement and shared presumptions. And most of 
all, they are not actually based in ethics. Violating these sanctions will be con-
sidered to be crossing a legal or institutional regulation, but not inherently a 
breach of ethics (except where «ethics» is strictly defined as a legal concept). 



288 Stephen Downes

Compliance and enforcement therefore become constant issues of concern, and 
are addressed, unsuccessfully, through such mechanisms as business risk ma-
nagement, training and development programs, and high-level statements of 
principles and values (Blackman 2020).  

Sometimes the motivation for these individual acts are defined in terms 
of citizenship, though conceptions of citizenship vary widely, and often appe-
ars to be based in a particular approach to ethics, ranging from Lockean libe-
ralism («pursue the good life and be free from unreasonable government in-
terference») to republicanism (widespread participation of citizenry as a duty 
toward the community. Mossberger et al. 2007, 6-7) to the so-called «digital 
citizen» («embrace rationalism, revere civil liberties and free-market eco-
nomics». (Katz 1997). But the concept of digital citizenship often does not 
touch people where they live day-to-day. «Consider how infrequently many 
adults consider how the work they do, the things they buy, or the food they 
eat affects national or global citizenship. This is all big picture thinking that is, 
somehow, easy to miss» (TeachThought 2019). 

As has come to be recognized even in business circles, matters of ethics 
are ultimately matters of culture rather than governance or frameworks («cul-
ture eats strategy»), or in science, of the «legitimacy» of a certain practice 
or approach (Schintler et al. 2023, 9). The question of ethics in Ai therefore 
becomes a question of the culture of people involved in the development, de-
livery and use of Ai. We must ask here, how can the ethical culture around Ai 
be addressed?

What the concept of digital citizenship strives to achieve is some concept 
of an ethical community. This idea of «citizenship» is too narrow a notion, 
derived as it is from top-down principles of global ethics. Jones and Mitchel 
(2016, 2063) argue for a «narrower focus on (1) respectful behaviour online 
and (2) online civic engagement». They write, «both online respect and ci-
vic engagement were negatively related to online harassment perpetration and 
positively related to helpful bystander behaviours, after controlling for other 
variables».

Again, though, it is helpful to look at what will constitute ethical prac-
tices from the perspective of the Ai, describing the concept of ethical Ai as so-
mething like describing Ai as an ethical member of the community. And while 
we have a tendency to describe this in terms of virtues and duties, ultimately, 
it comes down to how well Ai and humans can interact with each other. And 
while we may be inclined to think of Ai as interacting with us at the output 
end, it is important to recognize that we also interact at the input end, the 
data used to train an Ai. Just like a human, an Ai learns from, and emulates, the 
culture with which it finds itself.
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An alternative model of ethical community may be grounded in a con-
cept of participation. Henry Jenkins describes this in relation to digital litera-
cy. Citing «The breakdown of traditional forms of professional training and 
socialisation that might prepare young people for their increasingly public ro-
les as media makers and community participants», he recommends training in 
a range of new skills, including distributed cognition, collective intelligence, 
networking and negotiation ( Jenkins 2006, 3). Such an approach could inclu-
de interactions with Ai as a part of that community and would both inform 
Ai design guidelines (Amershi et al. 2019, 3) as well as the skills needed to 
interact productively with an Ai, these ranging from Ai literacy (Long and Ma-
gerko 2020, 1) to prompt engineering (Wang et al. 2023, 1). There is a large 
literature on individual agency, community participation, and ethics, which is 
out of scope here, but which should be noted.

Ethics and culture

As mentioned above, in many ways, fostering an ethical Ai depends on an 
ethical culture. But here we ask, what is culture, much less, an ethical culture? 
As always, varying perspectives exist. We can think of culture as «the characte-
ristics and knowledge of a particular group of people, encompassing language, 
religion, cuisine, social habits, music and arts» (Pappas and McKelvie 2022). 
Or as «shared patterns of behaviours and interactions, cognitive constructs 
and understanding that are learned by socialisation» (Damen 1987, 367). 
Or even as «the collective programming of the mind which distinguishes the 
members of one category of people from another» (Hosstede 1984, 51).

Culture – whatever it is – is grown or constructed in a relational space 
of communications, interactions, behaviours and traditions. It may be defined 
statically, as above, or dynamically. For example, Thomas and Seely Brown 
(2011, 37) draw the analogy of the culture that is found in a petri dish where 
«culture» is understood as the growth produced in that environment. Either 
way, culture is something that is grown and developed through interaction and 
participation in a community. 

Culture – like the ethics of care – is grounded not in principles or gene-
ralisations, but in individual and collective acts. These, argue people like Saidiya 
Hartman, are based in forms of activism that focus on what we might call «quiet 
acts of caring» found in a «close narration» (Haffey 2023) rather than amplifi-
cation of a message or platform, a movement «driven not by uplift or the strug-
gle for recognition or citizenship, but by the vision of a world that would guaran-
tee to every human being free access to earth and full enjoyment of the necessities 
of life, according to individual desires, tastes, and inclinations». 
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This can be characterised as a form of «connective action», as descri-
bed by Bennet and Segerberg. Key ideas include «the idea of «platform in-
clination» as an alternative to «standing up to» or «against» something, 
the idea of producing hope rather than «looking for hope in the sky,» the 
distinction between «a performance of care» as opposed to «doing the work 
of care,» and connective action and the practice of «communicative labour» 
«at the point of organising rather than more visible forms of resistance» (Sin-
gh 2020). Just as «participatory culture shifts the focus of literacy from indivi-
dual expression to community involvement» ( Jenkins et al. 2009, 6) it in the 
same way reshapes the focus of ethics. Such a culture will encourage artistic 
expression and civic engagement, informal learning, and social connection.

An ethics of harmony

In 1973 Ivan Illich published Tools for conviviality, and as described in 
Wikipedia (2023), «Illich generalised the themes that he had previously ap-
plied to the field of education: the institutionalisation of specialised knowled-
ge, the dominant role of technocratic elites in industrial society, and the need 
to develop new instruments for the reconquest of practical knowledge by the 
average citizen». This approach can be thought of as representative of a foste-
ring of an ethical culture on the basis of practical action in the community. 

Conviviality isn’t an ethical theory at all. Oxford (2023) defines it as 
«the quality of being cheerful and friendly in atmosphere or character». It 
is the finding of joy in life, and extending that joy to others in the communi-
ty. In a practical sense, we find it expressed in society as ambiguity and small 
things. It is the opposite of a rigid code of discipline and formal principles, the 
opposite of wanting to know «where the dividing line is». It is the margin we 
give each other on the road, neither of us pushing right up to the edge. It is at-
tentiveness and reasonableness. It is the small politeness we offer each other in 
recognition that each of us has feelings and likes to be appreciated. It’s the care 
we take when we do small things (Sheather 2020; Brody 2019).

In many ways, traditional ethics is directed at oneself, as a way, perhaps, 
of determining on some basis or another what ought to be done. But an ethics 
of harmony - so we will call it here - is an ethics directed away from oneself, and 
instead, like an ethics of care, directed at the other. It is, therefore, also essen-
tially an ethics of openness, of seeing and hearing and taking in what is wanted, 
needed, and offered by the other. It is openness, not as a requirement (as so 
often it is depicted in the realm of open source software or open content) but as 
an opportunity to contribute to the public good through sharing. «Openness 
is receptive to others, inclusive rather than exclusive. It is welcoming of diver-
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sity. It values (not just «tolerates») others, and seeks to discover the gifts and 
talents of those others» (Aerisman 1999).

Attention to connectedness and diversity can be seen as a natural con-
sequence of being open to others and being attentive and responsive to their 
needs. But an ethics of harmony isn’t marked by Dei (Diversity, equity and 
inclusion) initiatives – these would be unnecessary in a culture of conviviality. 
Our attention in such a community isn’t focused on these overarching princi-
ples so much as it is on the specific attributes of a particular relationship. 

9.	 Concluding unethical postscript

Ethics based on virtue, duty, or beneficial outcomes are not satisfactory 
in the case of fields like Ai and learning analytics. We don’t agree on what «the 
good» is. We can’t predict what the consequences will be. We can’t repair 
bad consequences after the fact. Ethics – especially in the professions – are 
typically defined in terms of social contracts, rights or duties - and as such, 
as statements of rules or principles. But these don’t take into account context 
and particular situations. They also don’t take into account the larger inter-
connected environment in which all this takes place. And they don’t take into 
account how analytics and Ai themselves work.

Instead, as the feminist philosophies of care show us, ethics – including 
the ethics of Ai – is about relationships, how we interact and care for each 
other. And as a key point of these interactions, our analytics are always going 
to reflect us (think Michael Wesch: the Machine is us/ing us; think of the case 
of Tay, the racist Ai based on Tweets). The ethics of Ai is based – in a concrete 
practical sense – on what we do and what we say to each other. This is the ethics 
we apply when we ask «what makes so-and-so think it would be appropriate 
to post such-and-such?». If there is a breakdown in the ethics of Ai, it is merely 
reflective of a breakdown in the social order generally (Belshaw 2011). 

This breakdown is what motivates us to study the Duty of care, a femini-
st philosophical perspective that uses a relational and context-bound approach 
toward morality and decision making, and more importantly, looks at moral 
and ethical relationships that actually work. These are based on different objec-
tives – not «rights» or «fairness» but rather things like a sense of compas-
sion, not on a rigid set of principles but rather an attitude or approach of caring 
and kindness, not on constraining or managing our temptation to do wrong, 
but in finding ways to do good.

In the end, ethics are derived from our own lived experiences, and thus 
reflect the nature of a community as an entire system, rather than one indivi-
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dual making a decision. We need to keep in mind how we’re all connected. 
What’s important here is how we learn to be ethical in the first place (as oppo-
sed to the specific statement of a set of rules defining what it is to be ethical). 
How should this be approached in practice, in learning, in a workplace, and 
in society? By creating an ethical culture (rather than emphasis on following 
the rules), by encouraging a diversity of perspective to create a wider sense of 
community, and by encouraging openness and interaction (art, drama, etc.) to 
develop empathy and capacity to see from the perspective of others. None of 
these are ethical principles, but they are the ways we arrive at an ethical society.
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