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Artificial intelligence
and the end of administrative 
proceedings

ARTIFICIAL INTELLIGENCE AND THE END OF ADMINISTRATIVE PROCEEDINGS

The progressive evolution of the use of It in the exercise of administrative power has invested 
the public administration and the public decision-making process, redesigning its form and 
substance, influencing organisation and procedures. The automation of administrative proceed-
ings not only allows to redesign internal processes to increase efficiency and improve organiza-
tional performance, but also changes the very nature of the proceeding: cancelling the traditional 
sequence of acts, flattening all the phases, rendered contextual, thus determining the end of the 
administrative proceeding as known up to now. The use of Artificial intelligence (Ai), which is often 
seen as a panacea to the problems of the Pa, must not confuse the neutrality of the instrument 
(enough to credit it) with the neutrality of the method. Indeed, the Ai has itself become the subject 
of decisions, in administrative proceedings, as in the legal system itself. It is therefore crucial to 
analyse the design of algorithms, with regard to the opacity of design and transparency on the 
values they incorporate, in particular with regard to possible unequal treatment resulting from 
Machine learning (Ml). The analysis of concrete cases highlights the possible repositioning of the 
different actors involved in the automated administrative proceeding, compared to the redesign 
of public services and participation in decision-making processes.

KEYWORDS Artificial Intelligence, Large Language Models, Machine Learning, Automated 
Proceeding, Administrative Simplification.

1. The computerisation of the Public administration

The progressive evolution of the use of It in the exercise of administrative 
power has invested the Public administration (Pa) and the public decision-
making process, redesigning its form and substance, influencing organisation 
and procedures. 

The Pa is today in the phase of revolution 4.0, characterised by a high 
degree of automation and interconnection, which has an important impact 
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on the human being and his way of being (Biuso 2018), on his reference envi-
ronment (Schwab et al. 2016), and determines an important transformation of 
the same tools and operating modes used. 

The computerised administrative proceeding is about to become the ordi-
nary procedure for issuing administrative measures because it is functional to the 
implementation of the efficiency and cost-effectiveness criteria. It tools are now 
the primary means of implementing administrative action (Rolli et al. 2021)1.

The change has an impact on the activities of the Pa, redefining its lo-
gic and operating modes «at a pace and scope never seen before in history» 
(Agarwal 2018, 917), in particular with respect to: 

• the administrative organisation as such; 
• the administrative proceeding in its structure and legal framework; 
• the system of imputability of administrative decisions (Galetta et al. 

2019); 
• the balance of relations between Pa and administrative justice (Pa-

troni Griffi 2018). 
Moreover, a lot of emphasis is placed on the computerisation of the Pa, 

as if it were enough to use the It tool to solve ills and delays accumulated over 
decades, as well as to dissolve the dense bureaucratic tangle (Sunstein 2021) 
made of rules and administrative structures that prevent effective public action 
(Musella 2022; Acquati et al. 2012; Cammelli 2014; Natalini et al. 2022). 

The digitalization process requires a broad redefinition of management 
practices, organizational structures, cultures and job roles. From an organiza-
tional point of view, the Pa has moved from the logic of slow and gradual in-
novation – when not of open conservative resistance – to the paradigm shift, 
visible in three important areas of its change and accompanied by three digita-
lization vectors (Musella 2021):

• the reorganisation of administrative processes, through the use of 
technological tools;

• the use of applications as a driving force behind the integration of 
public services and the collection and processing of information, al-
lowing a wider digital participation of citizens; 

• the importance of digital data for the governance of communities, 
with the development of algorithmic administration.

Technologies therefore go from communication to organizational de-
sign (Musella 2022), considering how the interaction between regulatory ap-
plication and technology «entails that both organisations and technology are 

1 The author notes as the use of digital has prevented the country’s generalised pa-
ralysis during the most acute phase of the pandemic, allowing the Pa to continue to satisfy 
the public interest.
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constituted through action on the one hand and constitute action on the other 
hand» (Lorenz et al. 2022, 2). 

2. The end of the administrative proceeding

The automation of administrative proceedings not only allows to rede-
sign internal processes to increase efficiency and improve organizational per-
formance, but also changes the very nature of the proceeding: cancelling the 
traditional sequence of acts, flattening all the phases, rendered contextual, thus 
determining the end of the administrative proceeding as known up to now.

The digitalization of the italian Pa is in the context of the administrative 
reforms that have taken place since the Nineties, which include, in the first «re-
form season» (Natalini 2006), inspired by the New public management: rules 
on administrative proceeding (Law no. 241/1990), reform of local authorities 
(Law 142/1990, Legislative decree no. 267/2000), reform of the National he-
alth service (Legislative decree no. 502/1992 and 517/1993), privatisation of 
public employment (Legislative decree no. 29/1993 and 165/2001), reform 
of the Pa and administrative simplification (so-called «Bassanini laws»: no. 
59/1997, 127/1997, 191/1998, 50/1999); in subsequent more limited reform 
policies (so-called «Madia decrees»: certified notice of start of business (Scia) 
and standardised and unified forms (Legislative decree no. 126/2016), service 
conference (Legislative decree no. 127/2016), concentration of authorization 
regimes (Legislative decree no. 222/2016); in the most recent context reform 
agenda: Next generation eu (European council, 21 july 2020) and the National 
recovery and resilience plan (Pnnr, 5 may 2021) on: Pa, Justice, simplification 
of legislation, promotion of competition. There are also specific rules on digi-
talization, which has become the cornerstone of every attempt to reform the 
Pa in recent years: Digital administration code (Cad, Legislative decree no. 
82/2005) and related guidelines issued by Agid; Regulation (Eu) 2016/679 
(Gdpr) and proposal of the Artificial intelligence act (Ai Act 2023).

Automation intervenes in the various phases of the administrative pro-
ceeding and concerns (Galetta et al. 2023b):

• the start of the procedure, through the use of guided procedures (e.g. 
application form);

• document acquisition, through the interoperability of Pa informa-
tion systems and databases (such as the National digital data plat-
form, Pdnd) and the application of the once-only principle;

• the processing of data, with reference to the principles of the Gene-
ral data protection regulation (Gdpr);



52 Gianluigi Spagnuolo

• the investigation phase, characterised by informality, wide power of 
initiative, application of the inquisitory principle, in which techno-
logies make it possible to achieve greater completeness and adequa-
cy (Alberti 2023);

• decision-making processes, with a varying level of automation inten-
sity, starting with activities which, while falling within the notion of 
automation within the administrative proceeding, do not represent 
an algorithmic decision in the strict sense (Galetta 2023a, 124).

If the administrative proceeding consists of a series of acts and activities 
functional to the adoption of the administrative measure representing the final 
act of the sequence, the automated proceeding shall flatten it until it is annul-
led, since all phases take place at the same time (Spagnuolo 2022). 

An example is the automated proceeding for the start-up of productive 
activities provided for in the Regulation on the One stop shop for productive 
activities (Sportello unico attività produttive, Suap, art. 5, Decree president of 
the republic no. 160/2010) that allows, through the use of digital platforms, 
the submission of the application, providing for the automation of all phases 
and front-office processes: transmission and receipt of the application, formal 
inspection of documentation, transmission to the competent bodies and the 
payment system, adoption of the final decision. The procedure, based on the 
use of the unified forms provided for in Legislative decree no. 222/2016, pro-
vides for the verification, using computerised methods, of the formal comple-
teness of the alert and its annexes, with the automatic and immediate issue of 
the receipt, drawn up on the basis of the information provided by the appli-
cant, which constitutes the authorization to initiate, with immediate effect, 
the action or activity requested.

This process requires, in addition to the simplification of proceeding and 
procedures and digitalization, the contribution of instruments of administra-
tive law:

• deregulation (from authorization to Scia, to notice, to free activity 
(art. 19, Law no. 241/1990, art. 15, Decree-law no. 76/2020);

• accession to general authorizations (Avg, Legislative decree no. 
152/2006), single environmental permit (Aua, Decree president of 
the republic no. 59/2013);

• administrative simplification.
• Empirical analysis shows that there is a trade-off between simplifica-

tion and automation (Pagano 2021, 88).
An example, based on the use of blockchain technology, concerns the 

trial «nidi gratis» carried out in 2019 by the Municipality of Cinisello Balsa-
mo. A mobile and desktop app has allowed interested parties to automatically 
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verify that they meet the requirements to cancel or reduce crèche fees, data 
then shared and certified via blockchain between different Pa securely, without 
centralising information systems or affecting the privacy of the citizen. The 
average time to submit instances was only 7’40", while 90% of the requirements 
were automatically verified by the system and placed on the blockchain2.

A further example – still in nuce – concerns the Code of public contracts 
(Legislative decree no. 36/2023), which introduces into Italian legal system 
the rule that allows the use of automated procedures in the evaluation of offers, 
also using solutions such as Ai and blockchain (Gaetano 2023)3.

As is also apparent from the examples, the combined use of technologies 
and administrative law instruments radically changes the meaning of the admi-
nistrative proceeding, from different points of view. First of all, deregulation 
tends to reduce the number of procedures to be activated. The introduction of 
technologies then not only simplifies the procedures for submitting the appli-
cation (e.g. unified forms) or acquisition of documentation (e.g. interoperabi-
lity of databases), thus reducing the number of steps and the duration of the 
procedure, but, at least in the simplest cases (contextual notices to the practice, 
«self-controlled» with respect to the right to issue the licence), exhausts the 
proceeding essentially in the application itself, thus eliminating the same need 
to activate it.

In the digital state, the role of administrative law has therefore become 
invisible, reducing itself to a verification of risk assessments and the fulfilment 
of the eligibility criteria for benefits (Ranchordas 2024). Invisibility that inevi-
tably leads to reflection on the end of the administrative proceeding. 

2 Source: official website Lombardy Region: https://www.regione.lombardia.
it/wps/portal/istituzionale/HP/lombardia-notizie/DettaglioNews/2019/09-settem-
bre/23-29/nidi-gratis-con-blockchain-risultati-record-a-cinisello-balsamo Consulted on 
17 January 2024.

3 The author notes that the law speaks of «activity» and not «proceedings» in the 
absence of a rule that legitimises full decision-making through Ai in the Administrative pro-
ceeding act (Law no. 241/1990).

https://www.regione.lombardia.it/wps/portal/istituzionale/HP/lombardia-notizie/DettaglioNews/2019/09-settembre/23-29/nidi-gratis-con-blockchain-risultati-record-a-cinisello-balsamo Consulted on 17 January 2024
https://www.regione.lombardia.it/wps/portal/istituzionale/HP/lombardia-notizie/DettaglioNews/2019/09-settembre/23-29/nidi-gratis-con-blockchain-risultati-record-a-cinisello-balsamo Consulted on 17 January 2024
https://www.regione.lombardia.it/wps/portal/istituzionale/HP/lombardia-notizie/DettaglioNews/2019/09-settembre/23-29/nidi-gratis-con-blockchain-risultati-record-a-cinisello-balsamo Consulted on 17 January 2024
https://www.regione.lombardia.it/wps/portal/istituzionale/HP/lombardia-notizie/DettaglioNews/2019/09-settembre/23-29/nidi-gratis-con-blockchain-risultati-record-a-cinisello-balsamo Consulted on 17 January 2024
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3. A possible automation model for the Public 
administration

The use of Ai4, Ml chatbots5, Large language model (Llm) and blockchain6 
outlines an innovative model of proceedings automation that, overcoming the 
simple online transposition of paper procedures, easily provides (e.g. through 
the use of natural language) answers to specific requests. 

Compared to the request (input) that activates the procedure, Ai and 
blockchain systems allow to manage in a dynamic way the variance, and direct 
the interested party to the correct procedure to be activated, moving from an 
approach based on the mere compilation of forms to one based on data (so-
called data driven administration), using user profiling to simplify procedures, 
the interoperability of the Pa to optimise them, with the aim of reducing the 
response time of the Administration to users (Spagnuolo 2022).

This implies, on the one hand, an important simplification of procee-
dings and procedures; on the other hand, a strong investment in databases ca-
pable of integrating into Ai systems, in order to provide immediate answers to 
complex questions of citizens (Regonini 2018, 17).

From this point of view, the development of Llms, trained with huge 
amounts of data that feed the so-called Ai generative, it represents a significant 
turning point, allowing to decipher the complexity of the language, allowing 
algorithms to understand the context of a request and infer its intent to inde-
pendently create relevant content (Accenture 2023).

4 The Organisation for economic co-operation and development (Oecd) has recen-
tly (november 2023) developed a new definition of Ai, reflecting developments over the 
past five years: «An Ai system is a machine-based system that, by explicit or implicit objec-
tives, deduces, from the input it receives, how to generate outputs such as predictions, con-
tent, recommendations, or decisions that can affect physical or virtual environments. Ai’s 
different systems vary in their levels of autonomy and adaptability after implementation». 
Historically, Ai has been defined in reference to the relationship with human intelligen-
ce. Ex multis, Somalvico (1992): «Discipline, belonging to computer science, which stu-
dies the theoretical foundations, methodologies and techniques that allow to design har-
dware systems and systems of software programs capable of providing the electronic com-
puter with performance that, to a common observer, would seem to be of exclusive relevan-
ce of human intelligence».

5 Chat bots, chatbots or chatterbots are software designed to simulate a conversation 
with a human being. Classic example: the virtual assistant.

6 Blockchain, expression composed of «block» and «chain» is usually defined as a 
technology based on a chain of blocks that record and manage accounting operations acces-
sible only to the users of each node, to ensure traceability and allows transactions to be car-
ried out without intermediary authorities. Agrifoglio et al. (2021) focuses on the expected 
benefits and organisational implications of the blockchain. For applications of blockchain 
technology in the public sector see Wiese (2021).
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Llm can generate articulated and comprehensible textual outputs that 
closely resemble human-generated decisions, allowing a deeper understanding 
of decision-making (Carullo 2023).

Compared to the conclusion of the proceeding (output), the algorithm 
can be used as a prediction of the decision that will be taken by the individuals, 
or as a proposal for a decision to be submitted for consultation that will still be 
concluded by a necessary human intermediation (Cavallo Perin 2023).

The automated proceeding can also result in the formation of an auto-
matic authorization, which replaces the last phase of the administrative pro-
ceeding.

It should be noted that the training set of cases, with the related deci-
sions (input), used to define the predictive model (output), replaces – enhan-
cing it – the activity of researching datasets that the human official carries out 
today in an artisanal way, with all the risks of bias, for the management of pro-
cedures: acts; laws; best practice; forms; standard procedures.

«The use of algorithms in Pa» (Cavallo Perin 2023) is now legally legi-
timised because «compliant with the efficiency and cost-effectiveness of admi-
nistrative action» (Consiglio di stato 2019). How can the general possibility 
of exploiting artificial intelligence in the formulation of decisions of the Pa 
(Consiglio di stato 2020, 5.1) now be acquired, with attention to particular 
aspects, such as the legal nature of software as an administrative act (of inter-
nal, general or regulatory relevance); the general substitutability of human im-
putation; the opacity of the logic process and the biases of automated decisions7 
(Pasquale 2015; Cavallo Perin 2023).

4. Automation of administrative proceedings: from 
binded to discretionary activities

The use of predictive analysis based on Ml algorithms promises (and in 
part already allows) to extend the automation of the processes of the Pa from 
the binded activities to the discretionary ones, further expanding the scope of 
the technologies, with repercussions on the organisation.

First, you need to classify automation, or algorithmic decision (Galetta 
2023a, 125), typically divided into:

• full, in which algorithms automatically link data and information 
to documents. The output is the production of the final document, 

7 The problem of the «black box» of algorithms and the possible discriminatory 
effects of algorithmic decisions deals with the literature on Critical algorithm studies (e.g.: 
https://socialmediacollective.org/reading-lists/critical-algorithm-studies/).
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which expresses the administrative decision, generated without hu-
man intervention;

• with reduced human intervention, in which the human official inte-
racts with an automated system that processes information and may 
propose actions or draft conclusive documents: the final decision, 
however, is generated by human intervention8;

• automation combined with predictive activity. Ml is an Ai techni-
que that consists of one or more algorithms that use a large amount 
of data to establish models that translate into predictions, based on 
some statistical criterion. Applied to the public sector, it is very use-
ful in the presence of relatively stable jurisprudence or administrati-
ve activity. It does not necessarily imply an automatic decision of the 
first type and can be used as a support tool at the preliminary phase 
of the proceedings.

Pa have already started using Ai systems for some years, especially in re-
lation to the so-called binded administrative activity: that is to say, without 
discretion in the administrative decision, e.g.: payment of contributions on the 
basis of pre-established parameters; application of automated administrative 
penalties; verification of infringements through automatic detection systems 
and related automatic calculation of the amount due. The use of algorithms has 
been tested in important public sector (Orsoni et al. 2019, 600-601): public 
contracts; automated exclusion measures in award procedures; management of 
State property; school organisation.

The story of the so-called «good school algorithm» provided the star-
ting point for a first classification of the phenomenon through the elaboration 
of important general principles of reference in this area,9 producing a lively 
doctrinal debate, which converges on the observation that «the robotic admi-
nistrative decision is directed on a path that can reasonably be taken in many 
areas of daily life» (Patroni Griffi 2018).

Although the established case-law does not yet provide for administrati-
ve discretion in the «system of algorithms» (Marchianò 2020, 253), conside-
ring also that at the present time automation mainly concerns procedural steps 
and/or the investigation phase of the procedure, the development of technolo-
gies tends in any case towards the total automation of administrative activity.

It is evidently on the part of administrative justice a «under-assessment 
of the not merely operational character of complex algorithms» (Carloni 
2020, 286).

8 For an in-depth look at human intervention in the context of (semi)automated ad-
ministrative decision-making (Aadm), most recently: Haitsma et al. (2024).

9 In addition to Galetta (2020); Dalfino (2020). 
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The last conclusion of the case-law (Consiglio di stato 2020) extends the 
use of the algorithm also to procedures characterised by discretion, exceeding 
the limit of the binded activity, starting from the assumption that in both cases 
the administration must pursue the public interest, since a distinction between 
two activities characterised by the same purpose is no longer sustainable.

The algorithm easily adapts to the proceeding relating to binded activity, 
which does not provide for administrative discretion and, since it is based on at 
least apparently objective criteria, can usefully impact also on activities subject 
to discretion, reducing it.

The use of an It procedure leading directly to the final decision must not 
be stigmatised, but rather, in principle, encouraged, leading to the exclusion of 
interference due to negligence (or worse intentional) of the official (human) 
and the consequent greater guarantee of impartiality of the automated deci-
sion (Consiglio di stato 2019b, 9.2).

If the deregulation, as well as the technology that self-checks the requi-
rements even before the application is submitted, decreases the number of ad-
ministrative proceedings, if the automation of processes reduces the time to 
conclude, the application of the algorithm replaces – in whole or in part – all 
phases, in particular the investigation and the decision-making phase, determi-
ning in perspective the end of the administrative proceeding.

5. Artificial intelligence from medium to subject of 
decision

The use of Ai, which is often seen as a panacea to the problems of the 
Pa, must not confuse the neutrality of the instrument (enough to credit it) 
with the neutrality of the method (Toffalori 2015, 7). Indeed, the Ai has itself 
become the subject of decisions, in administrative proceedings, as in the legal 
system itself. It is therefore crucial to analyse the design of algorithms, with re-
gard to the opacity of design and transparency on the values they incorporate, 
in particular with regard to possible unequal treatment resulting from Ml.

In particular, we envisage the development of an algorithmic administra-
tion, which takes advantage of the opportunities offered by machines for the 
elaboration of deductive and forecast models for the exercise of public autho-
rity (Simoncini 2020). 

The same notions of subject and decision of the Pa know such a rethink 
that it affects the entire order structure of democratic states. The promise of the 
recovery of bureaucratic efficiency is accompanied by pitfalls that concern the 
sovereignty of the citizen in the new digital environment (Musella 2021, 97).
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Algorithms exercise a discreet yet powerful charm: they save work, time 
and, above all, seem to lift from the weight and the risk of having to motivate 
and respond to those motivations (Simoncini 2020).

It has been hypothesised (Musella 2021, 104) a scenario in which the 
administration not only governs through data, but risks being governed by it. 
«Algorithmic governance» could in fact create an opaque regulatory power if 
not hidden for those who do not have access to the algorithm or are unable to 
interpret it (Auby 2019; Shoemaker 2020), with the risk of taking technolo-
gical decisions without understanding the implications for the governance of 
the administrative state (Barth and Arnold 1999, 349; Reis et al. 2019), ending 
up as an invisible administration (Civitarese Matteucci et al. 2016), in which 
discretion is not eliminated, but ends up obscuring it ( Jorna et al. 2007).

Cyberspace10, moreover, requires a new understanding of the functio-
ning of regulation, beyond the norms. It requires recognition of a new regula-
tor, the «code» of how the software and hardware that make cyberspace what 
it is, regulate it as it is. This code is the «law» of cyberspace, or rather, «code 
is law» (Lessig 2006). 

Another aspect to consider is the bias of automated decisions. The abili-
ty of technological systems to formulate probabilistic hypotheses on the basis 
of large amounts of data from similar precedents, while on the one hand can 
constitute a qualitative leap also in the field of jurisprudential research, moving 
into the field of predictive justice, on the other can fuel discrimination and 
prejudice in decisions (Carlino 2023). In fact, Ml can cause unequal treatment 
or discriminatory effects against natural persons on the basis of racial or ethnic 
origin, political opinions, religion or belief, genetic status, health status, sexual 
orientation, whether the dataset is entered by a human official (even involunta-
ry prejudice), or are automatically extrapolated from the network (injury from 
the sources, e.g. lack of documentation by chronology, geographical source, 
etc.).

The algorithmic administration, to reduce the risk of bias in decisions, 
can refer to some general principles developed over time by administrative 
jurisprudence to which to comply: knowability of the algorithm; non-exclu-
siveness of the algorithmic decision; no algorithmic discrimination. These 
principles constitute the pillars of the so-called algorithmic legality, acting as 
conditions of legitimacy for the automated decisions adopted by Pa.

10 The term «cyberspace» has spread as a synonym for the Internet. For a comple-
te definition please refer to the entry «cyberspazio» of the Enciclopedia Treccani, 2012, 
https://www.treccani.it/enciclopedia/ cyberspazio_%28Lessico-del-XXI-Secolo%29/ (last 
accessed on 17 January 2024).

https://www.treccani.it/enciclopedia/ cyberspazio_%28Lessico-del-XXI-Secolo%29/
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Last but not least, it is a theme particularly present in the italian Pa: the 
application of the once-only principle, that public authorities must not require 
the person concerned to obtain information and documents that Pa already 
has. If Ai and blockchain can allow for better interconnection and interopera-
bility between databases (e.g. databases of national interest such as Pdnd) and 
the simplification of identity verification and attributes processes (qualifica-
tions, certifications, roles) of citizens or enterprises registered on a blockchain, 
the presence within the information systems of incorrect or outdated data can 
lead to an exponential increase in errors, which thanks to the interoperability 
of the systems will transfer to all other databases. This is, among other things, 
one of the reasons for the lack of propensity of administrations – concerned 
about the consequent responsibilities – in making their own databases availa-
ble to other Pa. 

The three-year plan for information technology in Italian Pa provides 
in this regard that services are interoperable by design so that they can operate 
in an integrated and seamless mode throughout the single market by exposing 
the appropriate application programming interfaces (Api) and that public data 
must be made available to citizens and enterprises in an open and interoperable 
form.

6. Algorithm design and redesign of public services

Finally, the analysis of concrete cases highlights the possible repositio-
ning of the different actors involved in the automated administrative procee-
ding, compared to the redesign of public services and participation in deci-
sion-making processes: citizens and enterprises; intermediaries, but also sta-
keholders; digital platforms; Pa; control and regulatory authority.

The computerisation process is revolutionising the administration, in 
authoritative activity, in the production of goods and services, in the rela-
tionship with citizens through greater efficiency, effectiveness and quality of 
services, responding to the demand for less bureaucracy, greater transparency, 
participation, and assuming that – potentially – all transactions are carried out 
digitally (Constantino 2015). The end of the administrative proceeding also 
affects the same functional boundaries as the Pa, in terms of competence and 
authorization.

As seen, digitalization affects not only the process, but also the redesign 
of services. The new digital tools promise to reorganise administrative activi-
ties and reconnect the thread of relations with a citizen-user who seems increa-
singly dissatisfied. The use of vast databases strengthens public intervention by 
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ensuring information that is previously unavailable, often linked to the digital 
traces that citizens leave on the web (Musella 2021).

The Pa manages and provides a large number of services to citizens and 
enterprises, in analogue or digital form. The new possibilities offered by digital 
have led the administrations that provide services to have to review the way in 
which they build and manage the relationship with their citizens (Docs Italia 
2023)11.

We know how service design analyses, organises and designs the use of 
a service (front-end) and its delivery (back-end), designing the relationships 
between the different actors or stakeholders, and the interaction of users with 
both physical and digital channels of use, trying to improve the characteristics 
of a service, orienting functionalities, processes and components around the 
actual needs of users (user-centered approach), responding to quality stan-
dards, usability, accessibility and security.

The service design focuses on the experience regarding the interaction 
between the user and the digital touchpoint, which offers citizens the oppor-
tunity to take advantage of multiple channels of contact with administrations 
in a fluid and orchestrated way, extending the time of use and availability of the 
service, reducing queues in offices and public spending.

The digital transformation of Pa and services is an integrated process ai-
med at the construction of «digital administrative ecosystems», simplified, 
transparent, open, participated, digitalized public organisations, with quality 
services provided on the network (Law no. 241/1990, Legislative decree no. 
33/2013, Cad, Agid guidelines) (Limone 2023).

The digital transition is the process of transitioning from public orga-
nisational systems structured on administrative activities and processes (ana-
logue or mixed, hierarchical, vertical) to natively digital administrations that 
form, manage, store data in «exclusively» digital and legally valid mode, crea-
ting new organizational models of public administrations and services through 
a process of simplification preliminary to the process of reorganisation and 
digitalization (art. 15 Cad, basic principles of the Pnrr).

Experience in recent years also shows that the greatest drive for change 
stems not from the redesign of individual administrative services, but from 
transversal lines of innovation, such as systems to increase digital identity, in-
teroperability between the Pa, citizens’ single access to public services, the re-
motization of online activity, unified systems for online payments at the Pa, 

11 Prifti et al. (2024), in noting the absence of analysis on the subject, conducts a 
systematic review of regulation by design in the context of digital technologies, distingui-
shing three types of regulatory practices: compliance by design, optimisation by design, cre-
ation of value from design.
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which can go beyond the logic of increasing citizens’ participation in speci-
fic innovations of policies (D’Ancona and Provenzano 2020; Barmann 2021; 
Borriello 2023). 

For citizens and enterprises, but also intermediaries and stakeholders, 
the relationship with the Pa evolves towards a greater balance and a more per-
vasive involvement both in participation in decision-making processes and in 
administrative proceeding.

In the literature, the idea has been put forward that the experimental 
phase of the use of the algorithm can be characterised by a proposal for a deci-
sion to be contradictory among the participants in the proceedings, informing 
them of the progressive development and composition of the It folder (Cavallo 
Perin et al. 2020), as well as providing access to the dataset for training, source 
code and individual administrative backgrounds to increase transparency and 
accountability, so that stakeholders can assess the validity and reliability of 
decisions assisted by the Ai, promoting trust in the decision-making process 
(Carullo 2023). Or, predict the use of the so-called sandbox.12 

The digital platforms, the big tech, boast currently overpower. These are 
few private subjects, larger than many governments, who produce technologi-
cal applications of strategic importance in almost all areas of social life. The an-
titrust discipline itself is no longer sufficient to control its enormous economic 
power, which makes it easy to absorb important sanctions, to which social and 
political power is added. These digital private powers often allow the violation 
of privacy, the spread of fake news, the manipulation of public opinion, the 
distortion of the political process, the polarisation of public debate (Torchia 
2023b, 2023c). 

From this point of view, we need an in-depth reflection on the role of the 
State with regard to the substantive and structural values at stake with regard 
to the presence of powers without control and the need to regulate them. 

The supervisory and regulatory authorities themselves must review their 
own mission. A key role will be played by the National agency for supervision 
on Ai provided for by the Artificial intelligence act, a role that could be entru-
sted to the Agenzia per l’Italia digitale, which already has among its tasks the 
realisation of the objectives of the Italian digital agenda, the promotion of di-
gital innovation in the country and the use of digital technologies in the orga-
nisation of Public administration and in the relationship between Pa, citizens 
and enterprises. The governance of the system also includes the coordination 

12 The regulatory sandbox, planned in Italy with the Dmef 100/2021, is a control-
led environment where intermediaries and fintech operators can test technologically inno-
vative products and services in dialogue with supervisory authorities. On the sandbox, fi-
nally Bagni (2024).
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committee for the updating of strategies on the use of Ai, appointed by the 
undersecretary for technological innovation and digitalization. 

An important role is played by the three-year plan for information 
technology in Pa, whose strategy is to: fostering the development of a digi-
tal society, where services put citizens and enterprises at the centre, through 
the digitalization of the Public administration, country’s development engine; 
promoting sustainable, ethical and inclusive development, through innovation 
and digitalization at the service of people, communities and territories, whi-
le respecting environmental sustainability; contribute to the diffusion of new 
digital technologies in the Italian production fabric, encouraging standardisa-
tion, innovation and experimentation in public services. 

For the director of Agid, Mario Nobile, in an interview with Wired on 
14 July 2023: «Plans to make Agid the future national artificial intelligence 
agency», it is important to provide strategies to the Pa, avoiding the purcha-
se of technologies without knowing them, understanding how data is used, 
strengthening skills, pushing the use of open and decentralised systems instead 
of closed and centralised ones. In particular, compared to artificial intelligence, 
we need clarity on how foundation models are trained and how public data is 
used to train any algorithms, avoid technological lock-ins or lose control over 
the use of information (Zorloni 2023).

7. Conclusion

The use of Ai in the Pa changes both the administrative proceeding and 
the role and organisation of the Pa. Automation tends to be complete and wi-
dens towards all activities, binded but also discretionary, and leads to the end 
of the administrative proceeding.

Noting the existence of a trade-off between administrative simplifica-
tion and automation, a very recent conference on: «Legislative simplifica-
tion between present and future – The challenges of Ai and the effects on the 
growth of the country»13 has put the theme of Ai’s support for regulatory 
simplification.

Moreover, despite recent advances in Ai and the development of Llm 
and Chatbot, to be analysed in perspective, these instruments also have obvious 
limitations, such as fragility, unreliability, occasional inability to make elemen-

13 Held in Rome, Italy, on 29 November 2023, organised by the Minister for insti-
tutional reform and legislative simplification, https://www.riformeistituzionali.gov.it/it/co-
municazione/notizie/evento-la-semplificazione-normativa-tra-presente-e-futuro/ (last ac-
cessed on 17 January 2024).

https://www.riformeistituzionali.gov.it/it/comunicazione/notizie/evento-la-semplificazione-normativa
https://www.riformeistituzionali.gov.it/it/comunicazione/notizie/evento-la-semplificazione-normativa
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tary logical inferences. They can process texts often in a way that is indistin-
guishable from human output, while lacking any intelligence, understanding 
or cognitive ability. They actually represent a decoupling between agency and 
intelligence. Although extremely powerful and potentially very useful, they 
should not be invoked for complex reasoning or crucial information, but could 
be used to gain a deeper understanding of the content and context of a text, 
rather than as a substitute for human input. As has been authoritatively noted 
«the best author is neither an Llm nor a human being, but a human being 
using an Llm proficiently and insightfully» (Floridi 2023).

Ai as an instrument has itself become the subject of decisions, in ad-
ministrative proceedings, as in the legal system itself, while the algorithmic 
administration represents a risk of prejudice in decisions.

In addition, the repositioning of all subjects involved, with respect to the 
redesign of public services and participation in decision-making processes, has 
an impact on the overall governance of the system, but also on the legal system 
itself and on democracy.

An important reflection, combining digital constitutionalism with ad-
ministrative law, concerns the invisible citizen in the digital state (Ranchordas 
2024). Administrative law also becomes invisible: first, with digitalization, the 
government has become invisible to citizens due to the gradual disappearance 
of physical counters. Second, the public sector no longer sees citizens as indivi-
duals with rights, perceiving them instead as data points to be processed throu-
gh risk assessments and standardised methods for fraud prevention and law 
enforcement, leading to growing distrust of the government. In other words: 
«when you do not see administrative law, administrative law may not see you 
either for who you are beyond the collected and processed data: a citizen with 
rights and duties.» (Ranchordas 2024).

It is therefore necessary to question the role of the State in relation to the 
«values» at stake, substantial and structural.

While a lot of attention was paid to the former, wondering whether: 
does cyberspace promise privacy or access? Will it allow a free culture or a cul-
ture of permission? It will retain a space for freedom of speech? Has not given 
enough emphasis to the different structures that influence us within cyberspa-
ce, how to define, limit or regulate arbitrary regulatory power, asking: what 
controls and balances are possible in this space? How to separate powers? How 
to ensure that a regulator, or a government, does not become too powerful or 
not enough? Which regulator do you prefer? Which regulators should be che-
cked? How does the society exercise control over entities that aim to control 
it (Lessig 2006)? 
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It is the myth of mechanisation of «socially necessary, but annoying» 
activities that paves the way for new organised forms of political control. Pre-
cisely for this reason it is necessary a «constitutional rule of technology» that 
protects values and rights, which otherwise, most probably, we would be com-
pletely willing to trade for a little less work (Simoncini 2020).

We need to imagine «an Ai for good administration» that returns to 
the Republic a Pa that today more than ever can be understood according to 
the Constitution: as a good administration (art. 41 Charter of fundamental 
rights of the Eu, art. 97 italian Constitution), capable of intelliging, of defi-
ning systemic standards of action with which to promptly decide, taking in-
to account the complexity in which all human behaviour is now embedded, 
grasping what appears to us to be an entirely singular fact to the naked eye 
(Cavallo Perin 2022). 
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